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Abstracts arranged alphabetically by the first author’s surname

The disintegration of the nominal declension in Anglian:
The case of i-stems
Elzbieta Adamczyk (Adam Mickiewicz University, Poznan)

Thei-stem nominal paradigm, though abundantly attestgaiesents one of the minor declensions, deemed
entirely unproductive in the Old English times. Tiwevalent tendency which can be observed in the
behaviour of nouns belonging originally to this l#esional type is that they reveal a marked fluttua
between the inherited paradigm and the innovatikejuctive type, shown in their adopting the intiecal
endings of both. The apparent hesitation betweenwtio types of inflection can be seen, for instamte
forms of the nominative and accusative plural ofcudine paradigm, where alongside the expectedeOE
ending, forms inas extended from the productiegparadigm, are attested (e.g. @Be~winas‘friends’).
Similarly, the-a ending in nominative/accusative plural of feminiistems is commonly found instead of
the expecteeke (<-i) (e.g.deda~dede‘deed’); and the genitive plural endirgregularly alternates with the
productive-ia/-iga markerg(wina ~ winiga). An example of a more radical restructuring witthei-stem
paradigm are the light syllable feminine nouns hich the endings af-stems must have been generalized
very early, thus the nouns of this type cannot iséndjuished from those representing the regulamst
feminine paradigm other than by the mutation ofrtw vowel (e.gdenu‘valley’, fremu‘benefit’). In fact,

the confusion of the inflectional paradigms mayagdar as to obliterate the origin of a given iciiilenal
ending. Such is, for instance, the case with¢f@nding on dative singular of masculine nounsptiigin of
which can be traced back to two sources: it magtitoie a regular continuation the Indo-Europeatem
ending (*<i), or may well be an ending extended from the pctidea-stem paradigm.

It is believed that through various phonologicalqasses actively operating within the paradigm and
leading to the generalization of the ending, this declensional type very early lostcitsenmunicative
function and was ready to appropriate endings tt@stronger, more influential paradigms, a-stems and
o-stems. The frequent and notable fluctuation with@inflectional paradigm certainly attests todhgoing
syncretism, resulting in the eventual disintegratié the original (genetic) stem type distinctions.

The present analysis, conducted on Toronto Coipigtidnary of Old English Electronic Corplss
intended to be both a qualitative and quantitasiuely of thei-stem type in Anglian dialects, known for
displaying considerable confusion in the declergisgstem. Aimed at presenting a systematic acajting
steady disintegration of the nominal paradigmis dlialect, the investigation will seek to deteretihe exact
pattern of dissemination of the productive inflentil endings in nouns belonging to the genetype. The
study will also attempt to trace the tendencies @ealliarities characteristic of the process ofgradual
morphological restructuring within tHestem paradigm, resulting eventually in a wholesaié from the
minor unproductive to the major productive declenali type.

The curvilinear hypothesis revisited:

Sound change in Charleston, South Carolina
Maciej Baranowski (University of Manchester)

The dialect of Charleston, SC, long known for thstidctive character of its phonological systems ha
recently lost most of its traditional features e tprocess of regionalization operating across Agaer
English, whereby small local dialects are losingjrthraditional features and becoming part of dugér
regions. At the same time it is undergoing a nurolbeew changes, some of which are spreading timautg
American English, such as the low-back merger &edftonting of the back upgliding vowels. In fact,
Charleston, along with the South Midland, is legdime rest of American English in the fronting oW/
(GOOSE) and /ow/ (GOAT). In the traditional dialettte long mid back vowel of GOAT is at the back
periphery of the system, with the upper-class spiesadwver 65 being the most retracted (and oftdiding).
The youngest generation of the highest-statuslsgr@iap, on the other hand, has made a suddenaiead
of everybody else: upper class women around theg&2@, followed closely by young upper-class name,
now fronting the vowel more than anybody else imi@Gston and in the rest of the country.

There has been some concern in sociolinguistiosntgcover the use of social class as a factor
because supposedly such categorization does notadely reflect actual divisions in American sogiet
While this may be true to an extent of some comitrasiin the U.S., it is clearly not true of Chattes
where social class is shown to play an importalet iroaccounting for the linguistic variation andange
found in the dialect. However, the specific waysainich social class interacts with the distributioi
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linguistic features do not fully conform to Labovlading known as the curvilinear hypothesis, wigre
linguistic change is led by an intermediately lecksocial group, such as the lower-middle or upymking
class, rather than the highest or the lowest-s@toisp. It appears that the fronting of the bacyligiing
vowels in Charleston is in fact being led by thghleist-status social group.

The study is based on a sample of 100 speakeis 8a8@, representing 5 social classes. The speech
of 43 of those speakers has been analyzed acdlystanad the results have been subjected to multite
analysis.

Results and feature specification of Polish prefixes
Adam Biaty (Wroctaw University)

The area of interest of this paper is the consbmist view on aspectual interpretation. The theoat
background of the analysis is essentially that ahBhand (2003), where the (aspectual) interpretatio
events is established at the level of the ‘firsig#i syntax. Because this lexico-structural lee¢dnines the
aspectual interpretation of predicates, it is etgubthat a given interpretation is a result ofveegistructural
projection having been licensed. We are goinggaethat this licensing proceeds in accordancefedtture
checking in the course of which [—interpretableittees are deleted (Chomsky 1995, 2000). The athiof
paper is the investigation of Polish prefixes witference to the more general discussion on theaat
Slavic prefixes and their contribution to the lisemg of the Resultative projection (R-projectiomhich in
turn induces telicity. Following Folli and Ramchaf®&D02), the realisation of this projection maydd¢a
parametric variation, as languages use differens®f licensing it. Our interest focuses on wHat®
Polish occupies with respect to this discrepandye Imany other Slavic languages, Polish makes fise o
morphological means to induce telic interpretatiora verb. Since Slavic prefixes have receivedeculbt
of attention in the literature recently, we make abthe theories presented in the most outstaratiogunts
(e.g. Jabtaska 2004, Ramchand 2004, Svenonius 2004a, 20004¢20

The realisation of the R-projection by a given laage has more general consequences for event
augmentation, which is reflected in the licensifgesultatives and double object construction. dihalysis
presented in this paper will show that Polish shaegtain traits with languages like Italian (iesffies verbs
with respect to the [R(esult)]-feature, and doesatiow simple adjective resultatives), as welEaglish (it
allows the double object construction). We aim aivjaing an explanation for such a state of affairs
grounded on the assumption that Polish uses a oatmm of structural means for achieving the
interpretation associated with the R-projectioa. (ielicity), which in turn leads to an increaseunber of
possible interpretations.

Our analysis contributes to the more general quesif event compositionality and the interface
between syntax, morphology and meaning. Followiegcbnstructionist model, where (event) interpi@tat
is read off from the structural representation,wla a given language realises the R-projectiowarsa
more general question of how it handles event caitipaality.

References

Chomsky, N. 1995The Minimalist ProgramCambridge, MA: MIT Press.

Chomsky, N. 2000. “Minimalist inquiries: The framenk.” In Step by Step: Essays on Minimalist Syntax in
Honor of Howard LasnikR. Martin, D. Michaels, and J. Uriagereka, e@ambridge, MA: MIT
Press, pp. 89-155.

Folli, R., and G. Ramchand. 2002. “PrepositionsRadults in Italian and English: An Analysis fromegat
Decomposition.” InProceedings of Perspectives on Aspect Conferdicd. Verkuyl, ed., OTS,
Utrecht.

Jabtaiska, P. 2004. “When the prefixes meet the suffidesdNordlyd32.2, Peter Svenonius, ed., University
of Tromsg, CASTL.

Ramchand, G. 2003. “First phase syntax,” ms., @kfdniversity.

Ramchand, G. 2004. “Time and the Event: the Sec®maofiRussian Prefixes,” ms., University of Tromsg
CASTL.

Svenonius, P. 2004a. “Slavic Prefixes and Morphgldg Introduction to the Nordlyd volume.” Mordlyd
32.2, Peter Svenonius, ed., CASTL, Tromsg, pp.204-

Svenonius, P. 2004b. “Slavic prefixes inside artside VP.” InNordlyd32.2, Peter Svenonius, ed., CASTL,
Tromsg, pp. 205-253.

Svenonius, P. 2004c. “Russian Prefixes are Phtasal, University of Tromsg, CASTL.



PLM 2006 Book of Abstracts

The tourist’s mind: National stereotypes at heart
Olga Blanco Carrién (University of Cordoba)

In this paper, | examine Sender’s nokalTesis de NandNancy’s PhD) which explores the perception of
old Spain in the 50s by an American student expeiig first hand the implications of being familisith

the foreign culture (i.e. national stereotypes)rmitaware of the cultural models which goverriibleaviour

of the people in that culture. | aim to show hongaage, culture and society are determinant tosdredief
system. For this analysis, | focus on the lingaisbnstructs in the text which are at play whea th
intercultural communication mismatches happen, @afhe with regards to the concepts of culturalrtiy
and the feeling of loss or misunderstanding tosigstd foreign visitors commonly experience in aigm
country.

The paper analyses the cultural models, metaplpotgsemy, idioms and humour that not only
contribute to re-create the national stereotypeNlaacy, the graduate visiting student from thetéthBtates,
has in mind but also prove to be essential wheju&titig” Nancy's beliefs about Spanish culturehe t
reality of the culture she encounters. In this egi@ender, who was exiled to the United States, lmeay
considered the cultural mediator in the portraitl amnceptualization of his home country from the
perspective of Nancy’s home country. Living in 18 allows Sender to confront the knowledge of his
national identity with the knowledge an externasedyer carries along when visiting a foreign courn
the other hand, the tourist, as previously poimtet] is presented as an active participant thedistantly
forced to re-assess her pre-conceptions aboubstechlture. That is, Nancy has to reconcile tieellfack
she gets by living in this culture with the natibsi@reotypes which worked as a magnet to attrerctdithe
foreign culture.

Culture, as defined by Shore (1996:44), is “an msite and heterogeneous collection of models,
models that exist both as public artifacts in tleldvand as cognitive constructs in the mind of fnera of a
community.” Although there are several approacbékd investigation of cultural models, | use the that
considers the use of the native-speaker intuitionkthe analysis of discourse (supported by lingsisch as
Lakoff, Kdvecses, Sweetser, Kay). From this perspeche intuitions of native speakers aboutémgliage
are considered to be heavily dependent on thetiomsi of native speakers as culture-bearers (Qaith
Holland 1987:16). As these authors point out, ttnategy of building accounts from native speaker’s
intuitions and testing them against other obsemnati(e.g. discourse analysis) can be a methodalogic
foundation for inquiry into cultural knowledge.
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Standardising variety in the British Isles: Administration, etymologies

and patterns in 16th-century Scots and English
Joanna Bugaj (University of Leeds/Adam Mickiewicz University, Poznan)

Lexical differences between Scots and English iiiciaf or specialised types of discourse (e.g. law,
administration) are often quoted in the discussifiine dubious status of Scots as a ‘variety’ @al&tt’ of
English. The roots of this discrepancy can be ttdizek to the linguistic situation in the Britistids at the
turn of the 1% and 18 century, which indeed has no later parallels. ®hike last moment in which in two
separate kingdoms of Scotland and England tworéifite though related, languages are on their wagrtds
standardisation (Devitt 1989, Bugaj 2004). Onéhefdriteria for a standard, as outlined by Haud&66),
would be maximal variation in function, which bdktie English and Scots of the period seem to eximilait
comparable degree. They are both used, for instancgpecialised discourses, one of them being the
discourse of administration.

Administrative texts can be placed under an oveiagterm: legal language. Among other feattres,
the special nature of legal language is also reftemn the etymological background of its lexictmthis
paper | am going to investigate the etymologietatd medieval/early modern terminology in Scots and
English administrative records (acts of parliaméntgh records, etc.).

Following earlier research on discourse-specificalaulary in Scots texts (Bugaj 2005), | am going to
broaden the database and pay attention to diffessgued similarities between Scots and English @bdsis
of the material from the Helsinki corpora (HC an@®IS). It is true that vocabulary choices in legsddurse
may have been motivated by similar factors in &t medieval Scotland and in contemporary Englahd.
borrowing strategies and sources, however, dichage to be similar at all. Today’s differences kastw
Scottish and English legal terminology can be wldzack to that situation. The most important eitgglistic
factors which would account for lexical differes@e: the extent and form of foreign contacts,tipesth
France, and the establishment of Latin as thettoadi source of legal terminology, going back l@ssical
rhetoric. The present paper is therefore goingddress the issue of the extent of Romance influence
administrative text types in Scotland and England.
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Gorlach 1998, Tiersma 1999).
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Haugen, Einar. 1966 [1972]. “Dialect, languageiargt in: J. Pride and J. Holmes (ed§nciolinguistics:
Selected reading$iarmondsworth: Penguin. 97-111.
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Empty categories revisited and revised cross-linguistically
Ewa Butat (Wroctaw Unviersity)

Working on the implementation of recent approat¢b@so (Neeleman and Szeriil2005, Holmberg 2005,
Hornstein 1999), | am going to propose a unifiecbaat of this category in English and Polish. Ide®n
and Szendii (2005) notice thathe traditional agreement-based theory of pro deyeloped within GB by
Rizzi (1986) faces difficulties with languages likepanese and Chinese, which lack agreement, taitbye
pro subjects. They refer to this phenomenon as ‘ragicadrop’. Holmberg (2005) advances this view,
claiming that null pronouns in languages without Ate in fact the only true instancesod, that is to say,
“pro exists, but (somewhat paradoxically, given theiti@hl view ofpro) only in languages which do not
have agreement”. Contrary to Rizzi (1986), Holmh@@p5) argues that languages like Polish (withesttb
agreement) cannot havee subject which is inherently unspecified fpfeatures, and thatro cannot be
identified by Agr (thep-features of 1) since Agr is uninterpretable in Mialist theory.

Taking the above into account, there are at leastréasons for the need to re-examine the cross-
linguistic occurrence of pro drop. First, if fuddk of agreement allows subject deletion, therlahk of
object agreement in English may be expected tmdie@mbjecpro in this language. Following Bhatt and
Pancheva (2005) and Levin (1993), | would like¢ondnstrate that actually there are null objecEniglish,
but this is in fact due to other than syntacti¢des. In English, the possibility of omitting thbject seems to
be subject to idiosyncratic restrictions. In Pglishcontrast, null objects witlrb interpretation seem to be
generally available in generic contexts acrossigwange of verbs. Therefore, the second issuedeals to
be explored further is the role of semantic/pragurfactor inpro licensing, the importance of which for a
proper theory and typology of empty pronouns hamhmderestimated both in GBT and MP. Finally,ll wi
try to check how the deleted subjegtes are related to PRO, the null subject of non-finleuses. Hornstein
(1999) assumes that PRO is smpadl in cases where movement is prohibited. He refetisis phenomenon
as non-obligatorily controlled (NOC) PRO:

(1) It was believed that [NOC PRO shaving was intguat].

However, following Bhatt and Pancheva (2005), ‘uttcolled’ PRO does not always have an arbitrary
interpretation. Tharb interpretation is available only in generic envimamts; in episodic environments, the
‘uncontrolled’ PRO picks its interpretation fromethocal context, which is demonstrated in Englisd a
Polish examples below.

(2) Itis difficult [PRQ,, to dance the tango].
Trudno jest [PR@ytanczyt tangol.

(3)  This morning it was difficult [PRO to dance ttamgo] since the floor was slippery and we wédlre a
tired].
Tego ranka trudno bylo [PROrizzy¢ tango, poniewa podioga bytasliska i wszyscy bykmy
zmeczeni].
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This is part of the general context-sensitivitynafl arguments, which once again proves the impogaf
pragmatic component in the investigation of emptiegories.

All'in all, I will propose that Polish and Engliglartially behave according to the predictions made
Holmberg (2005). Namely, | will claim that agreersbased null subjects in Polish are not instan€es®m
but regular, carrying a full set of phi-featuresipouns that fail to be spelled out at PF. None#isliépro
underlies NOC readings, aridg andto can licens@ro in English, as suggested Hgrnstein (1999), then it
may be the cashat gerundivenie/-cienominals and infinitival constructions in Polishute also license
pro. Then, contrary to Holmberg’s (2005) hypothesisiay turn out that Polish actually hasra subject of
the type defined by Rizzi (1986), but in non-finiéad not finite clauses, as it has always beeaingio \What
is more, another empty category that can be obddxoth in English and Polish is objgeb, dependent on
verb classes. There is merely a difference in thdywtivity of the null object option in the twaonlguages,
which is semantically/pragmatically determinedfdct, it seems highly probable that both subjedtaject
pro are strongly influenced by some extra-syntaciitdics.

References

Bhatt, R. and Pancheva, R. 2005. “Implicit Arguns&nThe Blackwell Companion to Syntad. Martin

Everaert and Henk van Riemsdijk, Volume II, BlackviRublishing.

Holmberg, A. 2005. “Is There a Little Pro? Evidefmen Finnish”.Linguistic Inquiry36, pp. 533-564. The
MIT Press.

Hornstein, N. 1999. “Movement and Contrdlinguistic Inquiry30, pp. 69-96. The MIT Press.

Levin, B. 1993.English Verb Classes and Alternations: a Prelimnamvestigation The University of
Chicago Press.

Neeleman, A. and Szerdidr K. 2005. “Pro Drop and Pronouns”, Rroceedings of the 24th West Coast
Conference on Formal Linguistiosd. John Alderete et al., pp. 299-307. Somenhl&: Cascadilla
Proceedings Project.

Rizzi, L. 1986. “Null Objects in Italian and the &try ofpro”, Linguistic Inquiryl7, pp. 501-557. The MIT
Press.

Comparing the Old English and Old Norse syntax of hypotactic structures
Isabella Buniyatova (Kiev National Linguistic University)

In the past decades study of the Old Germanic caxgentence has largely been focused on the wded or
patterns, the issues under consideration beingistery of basic word order patterns, the verbimiée in
subordinate clauses, extension of the SVO-ordireainain clause to dependent clauses, brace-cotittru
etc. Conflicting views on the subordination and @vorder change in English together with their thugto
analysis were presented in Stockwell, Minkova 199augott 1996 et al. In recent typological studige
Graeme Davis 2006, it is emphasized that “the aimibrd order of Old English and Old Icelandic leiado
stress similarities between the two languages” watbwn for their common lexis and very similar
morphology.

This paper deals with the peculiarities of the hggis arrangement in Old English and Old Norse
supported by the relevant data from literary momiseMy objective is to prove that the named laiggisa
belong to the two typologically different areas dog¢heir complex sentence specifics, i.e. Westh@@ic
and Gothic Scandinavian respectively. WG contineuhibits an advanced stage of development relttive
the Old Norse one. The latter is confirmed by a0$8/G hypotaxis surface markers:

1. conjunctions;

2. contrast between the V-2 of the main clausetlaad/-final of the dependent one, brace constractio
as WG-specific phenomenon;

3. dependent verb is subjunctive.

The inconsistent appearance the named marker veatodhe transition period specifics (from asynaeti
hypotaxis and coordination to grammaticalized hggisf). The structural markers paradigm included
particles, pronouns, adverbs (copy correlativasydementizers of the Indo-European and Germargaor
The majority of these units had contaminated seicgrtheir functions were unlimited.

Old Norse like Gothic exhibits SVO-order of the mand subordinate clause. The use of subjunctive
mood in WG dependent clauses is motivated by tmteod of the main verb or its structure. Negative
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complement clauses or other kinds of negative alaisictures are typically subjunctive. Old Natsplays
a high share of structurally unmarked hypotaxisemghthe relation is inferred from the meaning @& th
juxtaposed clausal structures.

The use of coordination or unmarked hypotaxisaijextaposition of two or more clauses that share
common subjectpokoinoy, in parallel with semantically transparent compentences is determined as a
coexistence of archaisms and innovations in theG2idnanic syntax. The asyndetic hypotaxis of theath
type is limited by the WG continuum of languagesstty OE.

Thus, | would conclude by refuting the aforemergidthesis about the seemingly evident similarity
between the Old English and Old Norse syntax.

PTIME transformation of pregroup grammar into CFG and PDA
Wojciech Buszkowski, Katarzyna Moroz (Adam Mickiewicz University, Poznan)

We present a direct construction of a context-freenmar equivalent to a given pregroup grammar. The
construction can be performed in a polynomial time.

The calculus of pregroups, introduced by Lambeki§3} flexible and efficient computational device
for parsing of natural languages. Buszkowski [2jvas the equivalence of pregroup grammars andxiente
free grammars. The proof uses the fact that coifitegtlanguages are closed under homomorfic coimage
and images. We show that, according to these |lms,obtains a PTIME transformation of a pregroup
grammar.

Our construction improves the results of Bechet fhjp provides a construction requiring an
expotential time.

We also present a direct PTIME construction of ahpdown automaton for a given pregroup
grammar.
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Syntactic optionality in an Optimality Theoretic framework:

Genitive/possessive variation
Bozena Cetnarowska (University of Silesia, Sosnowiec)

The present paper addresses the question of haactigroptionality can be expressed within the famrk

of classic (i.e. non-stochastic) Optimality The@@f), e.g. as postulated in Aissen (1999). Thisdssill be
discussed mainly on the basis of the data illusigatariability in English noun phrases, where angats of
the head noun can be expressed either as possamsganitives, e.ghe man's left eyandthe left eye of the
man Examples will also be given of optionality in RBbl event nominals, in which the pronominal intérna
argument can be syntactically realized either enphe-head position (as a possessive adjectivie) the
post-head position (as a genitive pronoun),jefo uratowanie'his being saved (lit. his saving)’ and
uratowanie gdsaving him'.

It will be shown that one way of ensuring syntaciitionality is the recognition of conflicting tied
constraints (cf. McCarthy 2002). Such constrairfgess opposite preferences but have the saméeank
*Non-Speg/Human and *SpggHuman). Since the violation of each of those tedstraints is equally
costly, rival forms, such as ngyster's hafwhich incurs the violation of *SpgfHuman) andhe hat of my
sister(which violates *Non-SpggHuman), may be evaluated as equally harmonic arubkh regarded as
winning candidates.

Instead of employing many tied constraints, onereangnize partially ordered OT grammars, as ipgsed
by Anttila and Fong (2004), who employ nine corgtsa and two binary rankings to predict the
possessive/genitive variation in English noun pésas

Furthermore, | will show that some cases of syitamptionality can be reinterpreted as involving
winning outputs of distinct evaluation processdg phrasethe history of LondoandLondon's historynay
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be related to two inputs, which differ in the discge prominence of the single argument (cf. Rosgimba
2002, Cetnarowska 2005).

Finally, 1 will consider the possibility of propesj different constraint rankings for grammars of
distinct stylistic varieties in a given language&isican account for the choice of different canttidas most
optimal in the formal and the colloquial varietyo Tlustrate this point, competition will be discesl
between two linearization patterns in Polish ev@rhinals, cfich zrozumieniétheir understanding' and
zrozumienie ichunderstanding them' (Cetnarowska 2005). Commaititalso be offered on the greater
frequency of possessives in colloquial English Tefylor 1996, Rosenbach 2002).
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Idiom and metaphor comprehension in schizophrenia
Anna Cieslicka, Karolina Rataj (Adam Mickiewicz University, Poznan),
Edward Gorzelanczyk, Marta Kuklinska (Kazimierz Wielki University, Bydgoszcz)

Research conducted into the processing of langbsgmdividuals with schizophrenia has repeatedly
demonstrated that such patients experience diffimadmprehending nonliteral forms of discourse sagh
metaphors, idiomatic expressions, proverbs or i(eag, for example, Chapman, 1960; De Bonis &t%9.7;
Briine i Bodenstein, 2005). Many current models ofrigive language processing emphasize the roleeof th
suppression mechanism (Gernsbacher and Roberts®®), 1@hich is necessary in suppressing the
contextually inappropriate literal meaning and ¢amging the figurative interpretation of a metapbal
utterance (see, for examptbe graded salience hypothepist forward by Giora 1997, 1999, 2003).

With regard to patients suffering from aphasia, ke schizophrenics, frequently fail to comprethen
nonliteral language, Papagno, Tabossi, Colomb&antpetti (2004) have suggested that the major afduse
this failure might be a dysfunction of the languagppression mechanism in such patients. If thdharésm
of suppression does not aid the language procesgstgm in inhibiting the irrelevant literal meagin
comprehending figurative language becomes a diffiask, especially when discourse lacks pragnuatis
which might suggest a figurative reading of theidatic phrase. Some of such cues suggesting tlessigc
to reject the literal meaning of the idiomatic phawmight be their ill-formedness, opaqueness, or
nonliteralness, where ill-formedness refers tortideing ungrammatical, opaqueness indicates ityetioil
infer the figurative meaning of the whole idiom ricthe literal analysis of its components, whereas
nonliteralness refers to those idioms which cafotinderstood in a literal fashion. Under this psap,
while processing ill-formed, opaque and nonlitacabms, the language comprehension system quickly
rejects an incorrect literal interpretation andiestes the idiom’s figurative meaning, thanks t® piragmatic
cues boosting the suppression mechanism. On tiee laéimd, when faced with grammatically and lekycal
well-formed idioms, with a logical and cohereneldl interpretation and transparent meaning, aphasi
patients, lacking the necessary discourse cué$p faiippress the inappropriate literal sense apdréence
difficulty in constructing the metaphorical integpation.

The aim of the study described in this paper igyiag this proposal with regard to the processing
idioms by schizophrenic patients, as well as ingathg how schizophrenic patients process metaphor
differing in terms of their difficulty.The study consists of two experiments, each of kwiias been
conducted with a different group of schizophrenics.

Experiment 1 aimed at investigating the degree kickv such dimensions of idioms as well-
formedness, literalness, and transparency influtrecease of their comprehension by schizophretienis.
Twenty Polish idiomatic expressions, varying imiemof their literalness, transparency and well-faiess,
were used in the experiment, which employed thiedéxlecision priming paradigm. Following the despbf
the idiom embedded in figurative-biasing conteatteparticipant was presented with one of the ttaneget
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types: a word related to the figurative meaninghefwhole idiomatic phrase, a word related to tteedl
meaning of the last word of the idiom, and an watesl control. Participants’ task was to read saclence
carefully and make a lexical decision about thiofaing visual target.

In Experiment 2, the priming sentences includedapiedrs differing in terms of their difficulty. A i
Experiment 1, participants made lexical decisidimuatargets which were related literally or figiwvaly to
the metaphors, or which were unrelated.

Differences in reaction times obtained for the wasi target types were used for estimating the
activation of literal or figurative meanings in tbeurse of processing idioms and metaphors by@gehiznic
patients. The obtained results are interpreteiglim bf the potential role of various dimensionsdiém and
metaphor variability in enhancing the activity detsuppression mechanism and facilitating figueativ
language processing in schizophrenia.

The patient’s perspective (Sociolinguistic analysis of iliness narratives)
Eva Demeter (University of Szeged)

As a teacher of the language of medical special{tiwth English and Hungarian) for the past 18 jelar
focused my linguistic research on the verbal apfibn of this specific language.

Research in the social sciences has clarifieddahe®and problems of doctor-patient communication.
My paper can be linked to the patient-centred agghroof doctor-patient communication. This approach
attaches significant importance to the narratiothefpatient, which illustrates the iliness aneffscts in the
patient’s life context with its various aspectstha than putting a hypothesis at test and proiibg means
of quantitative research, my qualitative analysisued on observing and understanding an unpreticta
process. | examine ten illness narratives develapednversations with ten female patients suffgfiom
serious cancerous disease.

The importance of iliness narratives lies in thet fhat they reveal the subjective feelings of peap
trouble, i. e. they give an insight into the wagsignts account for their new situation when tryimdind an
explanation for the break in their life- world. Gaguently, an illness narrative is a genre thetfonof
which is the recreation of a balance by the selfsehintegrity has been lost.

Analysing these narrations | reveal the specifatdiees of the discourse which are present at variou
stages, and pay special attention to the positidrese the complexity of the self's social identign be
detected.

| examined three aspects of the narratives: theeaflime factor, the formal features of the digseu
(structure and coherence) and the process of ngaairstruction together with the components of rimgan
Time has a special role in illness narratives agttognosis is frequently uncertain, with the rethdt the
specific events are revaluated, emphases changen Yshusing on the structural components, | examine
what narrative genres occurred and also what fonstivere associated with the complexity of gerirbs.
meaning of illness has a significant importancetdymlysemy. The illness is inseparable of a ptisstory,
thus the iliness is accounted for according toowsirelation systems and meaning is modified panaith
the appearance of further explanatory fields.

Patients’ intention to revaluate identity can besidered as a performative act during which they
place themselves, the characters of their nariatine their audience into different positions. Theice of
positions has a strategic importance that manifesst at the different stages of the discourse.

The illness narratives of patients suffering froaneer provide efficient means to understand
subjective experiences as they reveal those dynamaesses that patients create in order to adapeir
altered circumstances. Mapping and categorisimgsh experiences may help medical professionals to
understand individual experiences better and als@tount for some behaviour of their patients thight
seem difficult to understand.

Preliminaries on Old Bulgarian corpus building
Tsvetana Dimitrova (Norwegian University of Technology and Sciences, Trondheim)

In this pilot study, we are reporting some recétgrapts on processing of diachronic data of OlcyBrian
texts. This includes description of the processarpus building, annotation strategy and applicatd
extraction rules to corpus data of Old Bulgariatigdased on a text sample from Codex MarianusdqJag
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1883/1960) and Codex Supraslieﬁséﬁaimov & Capaldo, 1982; Vulchanov, 2005). Thediprimary process
in creating a corpus of Old Bulgarian manuscriptduides morphological annotation and the firstrafis
for nominal phrases extracting (including prepositil, quantificational, and adjectival phrases)ngis
CLaRK system. (Simov et al. 2001)

Due to a number of empirical problems, concernivggraw data, such as defining clause and phrase
boundaries, as well as the basic word form (lemrejation in orthography and errors, we decidstéot
the process of linguistic annotation with pos-taggof nominal constituents, using the including mhai
specification of grammatical information about artvtoken, based on a predefined tag-set.

A possible strategy for a semi-automatic taggingpisnalization of the texts — a strategy that ks n
been followed so far. The annotation has beenegphianually. However, the process of manual arinotat
has led us to consider building of a small lexitioat will consist of non-changeable word-forms,tsas
particles, prepositions, as well as some relatistdple word forms. As a first attempt, it will pessible to
build a lexicon for one text.

The process of manual pos-tagging of NP-internasttuents has also led us to a formulation of the
basic pattern of NP-internal structure in the santgkt (excerpt from Codex Marianus). This stagelieen
seen as facilitating the semi-automatic annotasf@momplete NPs, based in concord relations digpl&yP-
internally. The observations made on the shallovgguh data from another text (Codex Suprasliensis),
consisting of manually extracted nominal phrasadgvanov, 2005), have validated most of the progose
NP-internal structure (Dimitrova-Vulchanova, M. & Vulchanov 2003; Dimitrova-Vulchanova, M. & V.
Vulchanov, in press) for the sample text from Colrtianus, XML marked-up.

The next step was formulating regular grammarsefdracting the NP-phrases, using the CLaRK
system (Simov et al. 2001). We have applied grammias on a selection of corpus data and compare th
extracted phrase units with a selection of manwityacted phrase units. For example, we haveepph
the text of (Mar, Mk. 2) a grammar for a nominakgde with a noun element as a lexical head and an
adjectival element in pre- and post-position. Thangmar has extracted all 20 NPs, which have been
extracted manually, allocated as follows: 19 — withadjectival element in post-position, and 1 thihe
adjectival element in pre-position. The recent gremhas left out the nominal phrase (1) with disioolous
adjectival element.

In this paper, we first explain why the corpus-libapproach is relevant for the diachronic data,and
discuss some theoretical assumptions about diaichdata. We then introduce the sample corpus data a
discuss the principles of annotation in comparisith other pos-annotation schemes for historiaagleage
data (for example, Tycho Brahe Parsed Corpus @bHisil Portuguese). Finally, we explain the prites of
applying grammar rules and discuss the resultingstilctures extracted, in comparison with manually
extracted NP-phrases from the same text.
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WCO and Focus in Czech
Mojmir Docekal (Masaryk University, Brno)

It is widely accepted that wh-movement and focusentent behave alike, because both types of opagatio
are created by A'-movement. Thus (1) and (2) adediace JOHN in (1) moves covertly to some A'-posi
in the same way as who moves overtly in (2):

2 Developed under the Norwegian Research Council &rGjeant # 158289/V10.
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(1)  *His; mother loves JOHN
(2)  *Whog does hismother love;?

However there are some data which show that tkisnagtion is not accurate. As can be seen fromsegese

# like (3), island-creating operators intervenimgvizen the operator and the focus do not interfrrethe
same sentence with wh-movement would be ungramahati@). The possible solution is to claim thatife

con gurations consist of a focus licensing operatmh as even which has to c-command the focused
element.

(3) Sam even saw the man who was wearinggRED] hat.
(4) *What did Sam even see the man who was weaying t

As can be seen from Czech sentences like (5) gnid ¢en guration where wh-phrase or focus staytin s
wh-phrases and focused elements give raise to WCO:

(5) *Jehe matka miluje KARLA.
His mother loves CHARLES
‘His; mother loves CHARLES.’

(6) *Jehg matka miluje koh@
His mother loves who?
‘His; mother does love wi®

But surprisingly if we move wh-phrase or focuseehetnt, then WCO nearly disappears:

(7) ?KARLA;, jehc matka miluje;t
CHARLES his mother  lovest
‘His; mother loves CHARLES

(8) 7?Koho jehc matka miluje®
who his mother love?
‘Who; does hismother love;?’

Wh-movement and focus movement behave similarigwrdspect and this poses a problem for the focus
operator approach. Apart from that this is alsor@blem if we assume that focus movement and wh-
movement are covert in examples like (5) and (6).0ah still claim (as Puskas (1997) does) that)iis(NP
Karla topic and topics are not operators, becamygsiedlized constituents do not lead to WCO likehie
following Hungarian sentence:

(9) Janost SZERETI az pro anyat
John loves the pro mothert
‘John, his mother loves him.’

But this solution does not work on the examplel§@fause wh-phrase can hardly be topic. Besides dine
Hungarian sentences # like (10) and (11) wherdskitwh-phrase andnbst is a focus expression and they
are grammatical:

(10) Kit; szeret az pro anyja?
who loves the pro mother
‘Who does his mother love?’

(11) (?)JANOST szereti az pro anyja.
John loves the pro mother
‘His; mother loves JOHN

In my report | will attempt to solve these problems
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National stereotypes, mentalities and discourse
Anatolij Dorodnych (Adam Mickiewicz University, Poznan)

In this paper | would like to discuss questionggiamg to several perspectives on the agendaed$dbsion
on pragmatics and sociolinguistics.

First, | would like to show that national stereagpelate to national mentality and they find a not
unambiguous representation in discourse. Hencesidaus, even if they are linguists of considerable
reknown, often engage in generalizations abouth@naation on the basis of discourses about aioert
nation originating both within and outside thatioat A good example is Wierzbicka’s (1991) atterupt
fathom the mentalities of speakers belonging téisBpRussian and Australian cultures. | previotisgd to
show it in previous publications (see, e.g. Dorain$999).

Second, asymmetry of the representation of seliodimer is present not only on the individual level.
Judgements of groups of people about themselvdsased mostly positively while other groups acgjed
more critically or even negatively. At the time adnflict, one can observe a revival of old, dormant
stereotypes (of course negative) whipped up bptbpaganda in the media. This also finds expresgsithe
jokes (old and new) circulated about the ‘adversary

Some examples will be supplied from recent conflistourses.
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Definitness and Clitic Predicatization (GGE) in Slovenian
Bostjan Dvorék (ZAS Berlin)

One of the striking peculiarities of the Slovendaa elliptical omissions in transitive constructpim
which clitic pronouns of (predominantly) accusatirel dative case can overtake predicative funceees
Dvorak 2003, Dveak/Gergel 2004) forming thus short one-word verbEentences of the type (1 (B)):

QL A A ga vidis? B: Ga.
Q CL.Akk.m see2 CL.Akk.m
“Do You see him?” “Him.” (1 do.)

Whereas some initial discussion was dedicated #t sliould be the possible technical conditionsHfose
constructions in Slovenian so far (ré&/Gergel 2004, BoSka¥R001, Franks 2000), it still remains unclear
in which semantic contexts speakers can applythiegoninal clitic forms in the above verbal functidys
the data analysis in Dyék/Gergel 2004 (where the phenomenon is analysad/&sellipsis and called GGE
thereafter) has shown, this is mostly the cashefgronominal clitic already occurs in the quesiib)
whereas a clitic after an overtly mentioned obgtfts the sense of the answer from an affirmatiiva
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confirmative (and that of the question to a dubiggtmeaning, comparable to the German “doch” er th
French “si” (2). Those questions are normally amediédoy full verb forms (except after negated questi-
see below);

2 A A poznas Boruta? B: Poznam. B’ #Ga.
Q know Borut-Akk Know Him.
“Do You know Borut?” “l do.” “I DO know hiri.

Additionally there are some restrictions in the oielitics with respect to the nature of a verbyas
clearly demonstrated on iméti (to have (3)) andntioelal verbs, due to a lack of transitivity or @ity

3) A A ga imas? B: Imam. ‘B *Ga.
Q CL.Acc.m have Have Him.
“Do You have him?” “I have.”

Beyond that it can be easily noticed that in cars#tuations clitics are never used as positivavarseven if
they are expected to occur with regard to the coabn constraints; contrary, they regularly appeather
situations after the same questions;

4 A A ne pijeS vina? B: Pijem. 'B #Ga.
Q neg. drink vineGen Drink It.
“Don't You drink vine?” “l do.”
4 A Ne pijeS tégale vina? B: Ga./Ga, ga./Sevéda g
Neg. drink dem vineGen It./(redupl.)/of course it.
“Don’t You drink that vine (here)?” “I do./l ddé do./Of course | do.”

A widely productive constraint on whether a cliti@y be used as an answer or not by a speakes,\ige a
will show in our contribution, that of the definitess degree of the object in question; the moiiaitiethe
nature of an object is, the less impediments taerdor the elliptical GGE construction to be apglias can
be seen in (4), where the first question addresséie speaker refers to a general context (drinkine),
while by the second a more concrete object is medeto, namely the vine in a bottle in front of teked
person. In the following we quote some examplesaduhe big collection, by which we systematically
checked out the available data amount. As the oecce of clitic answers, for economical reasons,lz
defined as most stable after negated questionsn(whked as positive answers, as “yes” is sematicall
ambiguous in those cases), we particularly consi@tleuch data in order to gain a reliable list ofnjmal
pairs” (see (5) and (6) below);

B A Saj ne poznas kakSnega dobrega advokata?
part. neg. know someGen goodGen lawyerGen
“You certainly don't know a good lawyer?”

B: Poznam. B *Ga.

Know
“l'do.”

B) A Saj ne poznas téga dobrega advokata?
part. neg. know demGen goodGen lawyerGen
“You certainly don't know this good lawyer?”

B: Ga. B: Paga./Ga,ga. 'B #Poznam.

“l do.” “But | do./l do, | do.”

6) A Mi ne odpustis? B: Ti. B #Odpustim.
CliDat neg. forgive Cl2Dat
“Don’t You forgive me?” “I'do.”

6) A: Ne odpustis prijatelju? B: Odpustim. "B *Mu.
Neg. forgive friendDat forgive
“Don’t You forgive to a friend?” “I do.”
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Though Slovenian doesn’'t show any formal differefeween definite and indefinite objects by a
corresponding (in)definite article, there is evideifor a different treatment of them from this vpeguliar,
typologically unusual characteristic of this langea
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On the non-Africanness of A Dictionary of South African English
Anna Dziemianko (Adam Mickiewicz University, Poznan)

A Dictionary of South African EngliginenceforttDSAE deals with an unconventional part of the English
vocabulary — the one which originated in or is piectio South Africa. There is little doubt thaetAfrican-
language borrowings or otherwise Africanized Enmlisxical items that the dictionary provides bear
evidence of an important general property of Ehglits assimilative capacity. While, as could bpested,
entries make the origin of headwords or idiosyriesasf South African English usage clear in evaseg the
dictionary, a little surprisingly, and, as it migkgem — contrary to the implication of the titlgeif, goes
beyond the South African context.

The paper focuses on what the authorDBAE herself finds a greatly interesting, though
unconventional part of the dictionary, i.e., “refiaces [...] to items and usages from other varidiEaglish
comparable in form or idea with the South Africamts” DSAE xx). It is the resulting network of recurrent
themes in the English vocabulary matched acrossdhiel that constitutes the aspect of the non-Afnizess
of DSAEwhich is discussed in the paper.

While the author admits that the number of the sire$erences to the languages used by speech
communities “far apart in space and time” is ndfisient, she stresses at the same time that mstnikihg
parallels” are successfully supplieBSAE xx). The paper attempts to provide close analg§ithose
parallels, focusing on both quantitative and qatlie aspects. Thus, once formal and structuret$aaf the
cross-references in question are briefly preseatetiexemplified, their total number in the dictipnas
given. Besides, all the “variants of English”, teeuBranford’s wordsXSAE xx), to which the cross-
references pertain are specified, and it is inditathich of them predominate. Hong Kong Englismalaan
English, Australian English, Anglo-Indian Englishiew Zealand English are just a few examples ade¢h
which serve as a point of reference. Interestingtyrns out that the dictionary is in fact mopesific than
the introduction might suggest, since some of tHr@awts of English which appear in the cross-refegs are
not even mentioned in the front matter, or theyfarher limited to particular geographical aresttention
is also paid to what and how often is cross-refegdnin other words, the study answers the questiich
lexical items, divided also on the basis of parséech, are cross-referenced most frequentlyinantat
cases cross-reference is the least frequent. knithethe information from the cross-referencesfedves as
well as the overall picture of the non-Africanne$®SAEare evaluated.
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Challenging Labov’s account of Negative Inversion constructions in AAVE
Agnieszka Dziotak (Wroctaw University)

The Negative Inversion (NI) pattern is probably ofthe most distinct grammatical features charatie of
contemporary African American Vernacular Englisi{4). The term NI denotes a phenomenon in which a
negated auxiliary precedes a negative quantifigression in an emphatic declarative sentence, as
exemplified by the following:

Ain't nobody in my family Negro. (Labov, 1972a: 60)
Can't nobody say nothing. (Rickford, 1999: 8)

While the syntax of NI constructions does not paseajor problem for linguistic analysis, the prace$
generating such structures appears to be twofaldture, thus causing potential economy-relatditaliies
for speakers of AAVE. It is this very duality ofetlderivation of structures in question which shallof
interest to us and which shall be challenged is phaiper.

One of the earliest accounts of the NI patternctviwe focus on herein, was provided by William
Labov (1972b). This informal analysis was an atteatpputting forward an explanation of the way NI
constructions are derived by AAVE speakers.

In his investigation, Labov distinguishes two typédNI sentences, namely the copular (cf. (1)) and
the non-copular (cf. (2)) instances. This distioicticonstitutes the basis on which Labov proposes tw
separate analyses to account for the grammaticdlity — the Existential analysis and the Subjeakiiary
Inversion (SAIl) analysis, respectively.

The Existential analysis is valid with respecthitose NI cases which contain the contracted negative
form of the primary auxiliarype. The surface structure realized as a NI constracticcording to Labov,
would be derived from an existential sentence fvdmich the dummy subjedt has been deleted.
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a. It ain't no Santa Claus.  D-structure

b. Ain't no Santa Claus. S-structure

The SAIl analysis, on the other hand, pertains ésdahNI cases which contain an auxiliary other tnen
copulabe For such instances Labov proposes that they emergted simply by inverting the contracted
auxiliary with the quantifier and moving it to sente-initial position where it precedes the indfisubject.

a. Nobody can't tag you, then. D-structure
b. Can’t nobody tag you, then. S-structure

In this paper we challenge both analyses put fawgiiabov in the light of the hypotheses suppobigthe
proponents of the GB theory. We also demonstrataioesystematic inconsistencies we have obseritbd w
reference to these early accounts. Finally, follgiabov’'s own line of reasoning, we argue thatyglés of

NI constructions can be easily derived via eithiethe presented accounts, which leaves two indalidu
derivation processes at an AAVE speaker’s dispoBa¢ aim of this argument is to show that the NI
phenomenon remains to be unaccounted for undetyautnified theory.
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The representation of Polish migrants in the UK

as constructed in the Polish press
Matgorzata Fabiszak (Adam Mickiewicz University, Poznan)

The paper is an application of a Blending Theorgfermed Critical Discourse Analysis, as suggested
Chilton (2005). It attempts to show how cognitiiregliistics can enrich the critical analysis of thedia
construction of reality (see, e.g. Fairclough 2008 data for analysis come form the major natiguality
newspaperfzeczpospolita, Gazeta Wyborcza, Trybimthe period after Polish accession to the EU. A
number of articles downloaded form the Internehimes of these newspapers will undergo a qualgativ
analysis (in the sense of Charteris-Black 2004Muslolff 2004) The paper will focus on the asymmetfy
the representation of the self and the other atdrshifting in the discourse on migration. Theoceg of
frame shifting goes back to Coulson’s (2001) anslgéAmerican media discourse on abortion and show
how the construal of counterfactual blends is usedn attempt to convince the interlocutor to th# s
narrative construal of reality. The present papasat answering the question what cognitive asdalirsal
strategies are used in the Polish press discoartfieedabour migration to the UK. It will focus
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The conceptualization of immigration in children’s narratives
Wiestawa Ferlacka (Adam Mickiewicz University, Poznan)

The formation and development of concepts is ortleeofnost important issues in cognitive psycholddys
study focuses on one particular concept - the quraf@mmMIGRATION which, though under-represented as a
lexical unit in the corpus, is a very popular stramthe collection of more than 300 authentic ghbxts for
native and ESL children aged 7-11. A comprehereiadysis of the above-mentioned texts demonstifzdés
the concept can already be found in the lower gradders and that a net of connections with otloedw
concepts can be identified.

In the process of going from one levelled/gradedystb another, the child goes from stage to stdige
its cognitive development (cf. Piaget’s stagesRedding A-Z correlations), and may ultimately disacthe
properties of the concept 0iMIGRATION though there are only eight passages (i.e., S iex810) that
contain the <immigr-> string. The abundance of infation to be found in the stories actually lets th
concept develop into a stable mental representation

The study draws on the cognitive processes avaitalthildren at Piaget's third stage of developgmen
as well as statistical analyses of the categoudz¢a. The features of the ‘who’, ‘when’, and ‘whg well as
the social relations between the natives and newcefmally produce a vivid image of an Immigrartild
(itsimmigrant 1.D.). The affective load of the capt shows that emotion and connotation ought tiven a
more central position in concept analysis.

These investigations into the representation of‘tla¢ive’ attitudes towards the ‘other’ (his/her
character, background, language, and emotionsy bsimind the literary types so common ir"t@ntury
literature. However, a careful reading of the atafds literature under analysis shows that the otative
meaning of the concept has changed over time.

Additionally, parallels between dictionary definitis are drawn to illustrate that texts for childaea
useful for concept formation and development, &ad tonceptual text mining could be used for etettr
dictionary compilation (e.g., the theory behind goran activator) as well as involving children iitical
discourse analysis.

Mapping language in patients undergoing brain surgery
Itzhak Fried (University of California Los Angeles, Tel-Aviv University)

Rarely is the relationship between language andigimedmore acute and critical than in the operating
theatre, where the neurosurgical patient undergaingery at the vicinity of the brain language arie&ept
awake and cooperative while brain mapping techrsigue applied to delineate the individual language

for this patient. This procedure determines thétalid remove a brain lesion while preserving llnieguage
capabilities of the patient. We have developepexial anesthetic technique, asleep-awake-asle®p)(A
anesthesia, where the patient emerges out of Jear@sthesia during the operation to be able ttopar
complex language tasks awake.

The “gold standard” method of mapping cortical laage areas, involves the application of electrical
stimulation at the surface of the cortex while plagient, awake and cooperative, performs variocuguage
tasks. This method identifies sites where stimofatevokes errors in naming, reading, sentence
comprehension, and other language tasks. Mapsweasiderably among individuals, reflecting bottein
subject variability in cortical organization anarganization due to the presence of a brain lesi@apping
of bilingual patients yields different maps forfdiient languages in the same individuals, but lsuath
some overlap.

While distribution is often wide spread within th@guage-dominant hemisphere, the following areas
are particularly prone to yield stimulation-evokditurbances in language functions: (1)The frontal
operculum extending to dorsolateral frontal lob¥T (2 region of posterior part of superior and middl
temporal gyri (3) The posterior basal temporal wag{4) The inferior parietal lobe. (5) The anterior
supplementary motor area (SMA). Following electrgtamulation mapping, resection often proceedbas
patient performs continuous language tasks in daddetect any change in performance.

When these results are compared with mapping afulage with functional magnetic resonance
imaging (fMRI), discrepancy exists between the mathods. fMRI is reliable in identifying the hemtigpe
dominant for language function. However, oftenrtteg obtained with electrical stimulation is a stb$éhe
map obtained by various fMRI measures. It apptasfMRI mapping of language function is useful as
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preoperative guide, pointing to the dominant hetmésp and to regions within it, which should beHert
explored with intraoperative electrical stimulation

Everything you always wanted to know about diphthongs,
but were afraid to ask
Klaus Geyer (Pedagogical University of Vilnius)

At first glance, discerning, analysing, and desoghdiphthongs seems to be a simple task. In geribese
objects of “diphthongology” are defined as comhimrad of two vowels which occur within one syllakiBait

this is where the trouble starts: Is it vowelsaiher vocoids that are the basic sound elemeutiplothongs?
What does two mean in this context? Furthermoregwipes of diphthongs can be identified? Finddbyuy

do diphthongs and diphthong types vary cross-listgpally?

The complex diphthong inventories of circum-Baléioguages (including their substandard varieties)
seem to be suitable to raise the question aboutipvhongs are to be analysed and described atiygua
will examine features like: opening vs. closing;lapalising vs. velarising; rounding vs. de-
rounding/spreading; nasalizing vs. de-nasalizingntmalising vs. decentralising; narrow vs. wide;
homogeneous vs. non-homogeneous; rising vs. fallirgcendo vs. decrescendo; primary, secondady, an
tertiary. It will be shown that these features@ré principle independent of each other andfojentially
phonologically relevant depending on the respediwvguage. Moreover, questions like the analysis of
diphthongs within the non-linear syllable structunew diphthongs can be generated within a ruledas
phonological grammar, and their controversial statmono- or biphonemic) will be addressed. This
presented list of potentially relevant featurediphthongs serves to be a preliminary approadietsubject.
Around one third of the world's languages is asslioehave diphthongs as part of their phonological
systems (even if by far not so large amounts asynafirthe circum-Baltic languages possess), but a
sufficiently fine-grained means for analysis andatition is still lacking. A closer look on thesibeiptions
of the Finnish diphthong inventory or system as/jgled by grammatical sketches and reference gramymar
as an example, shows surprisingly wide differearebeven contradictions just in this respect antimes
the need for such a framework.

Finally, phonology is considered an indispensabiestituent of every serious grammatical description
of a language, as already Georg von der Gabel&atzdsin the 19th century (but cf. also the mocene
work on the topic by e. g. Ch. Lehmann and U. Mpsefen if phonology (including phonetic realisatpis
to be treated outside the grammatical core, cangisf an analytic and a synthetic (i.e. a semagiohl resp.
an onomasiological) part. Besides that, diphth@igs appear to be a suitable touchstone for phgicalb
arguments, hypotheses or theories.

Annotating prosody: design specifications for a prosodic ontology
Dafydd Gibbon (Bielefeld University)

This contribution addresses the problem of develpgin adequate ontologybased annotation system for
prosody, and deals, first, with widespread annmtatichemes; second, with the underlying problems of
developing a prosodic ontology (following the exdenpf the the GOLD approach to linguistic ontology
development); and third, with a proposal for a pdis ontology in the form of a semantic networkheat
than as a classical tree-shaped ontology.

There are several transcription and annotationnsebdor prosody, the most well-known of which are
the tonetic, ToBI, IntSint and SAMPROSA systemsclEa@f these systems represents a particular
decomposition of the forms of prosody, partly istmuential autosegments (e.g. the ToBI tones)ypatd
parallel tiers (e.g. the ToBI tones and the brewlicies), partly into implicit feature bundles (etgnetic
specifications such as ‘high-mid fall’). Occasidpélinctional terminology is found, such as ‘calhtour’ or
‘question intonation’, transcribed with punctuatimarks of various kinds, but such terminology ifidtic,
and does not capture prosody as such.

Itis shown that a useful annotation scheme fos@ay can most appropriately be based on an explicit
semiotically based prosodic ontology, rather tham@urely form-based approach. The applicatidhisf
semiotic approach to examples of typologicallyetiéint prosodic systems is demonstrated.

20



PLM 2006 Book of Abstracts

Measure phrases and negative degrees in Japanese, English and Polish
Szymon Grzelak (Kyoto University)

This paper argues for the existence of non-neutcahmitted measure expressions in Japanese, ifwhic
negative-degree property words can occur with nreaghrases (MP). One of the common maodification
conditions of MPs is that the modified adjective ¢ther property word) must be of positive degifear.
example:

(1) a. The tree has a height of 2 meters.
b. *The tree has a lowness of 2 meters.

According to the semantics of degrees proposeddmnkdy (2001), adjectives denote functions froraabj
to degrees. Any object x can have two projectiansgsitive and a negative one, on a scale S thgoar
complementary intervals, covering the whole rarfga@property, the degree of which is mapped sotde
S. Positive degrees are represented as intervadgafrom the lower end of a scale to some paind, the
negative degrees as intervals ranging from soma pmthe upper end of the scale (in particuldinity).
Kennedy, referring to von Stechow (1984), argued ttunctions denoted by MPs are defined only for
degrees of particular scales (determined by thd béthe MP) and for degrees of particular sosed
intervals on the scale.” The above theory accofomtthe oddness of examples like (1b), in the felfg
way: since the negative degrees are representegday, infinite intervals, they cannot be ascribeal,r
definite numbers.

This study demonstrates distributional facts frapahese that are difficult to account for withia th
above framework. This is especially the case withstructions like (2):

(2) Empitu wa aru ga san senti no mizikasa da kakanai.
pencii TOP be but three cm GEN shortness COP useca  cannot.write
‘I do have a pencil, but since it's as short as¢hrentimeters | cannot write.’
lit. ‘the pencil has a shortness of three centingete

Genitive phrases of this kind are a very commor tgpJapanese degree expressions. In the cases wher
objects denoted by the NP are short, low or naffamn the viewpoint of the standard applicabléi®given
class) the extent of their shortness, lownesswonaess can be specified by means of numericabgand
units of measurement (i.e. MPs). In addition, twloeo related types of structures will be discuspbdases
employing complementizer toiu and measure exprassithere the MP is directly adjacent to the noun
denoting the given property.

This puzzle can be partially resolved by notingt:tig negative-degree de-adjectival nouns are
generally more common in Japanese degree expres@ioestions about degrees, ratios, proportions,
rankings) than in other languages; (ii) if we ad@ptide definition of measure expressions, sayiagthey
consist of MPs and property words, without beingfteed to any particular syntax, then such measure
expressions can clearly be licensed by negativeegeitems even in English. For example: ‘The teeasi
low as 2 meters’. (Polish seems to be differenhis respect, though).

The argument will be presented against the backgrofithe material of Polish and English as well as
results of questionnaire surveys examining the mative speakers of Japanese process/encode the abov
types of structures.
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Beats-and-Binding typology of the dispreferred clusters of RP
Matgorzata Hatadewicz-Grzelak (Technical University of Opole)

The paper investigates some typological relatioesveen bindings and phonotactics in RP English,
exemplified on the so-called ‘dispreferred clustexithin Beats-and-Binding syllable-less model as
developed by Dziubalska-Kotaczyk (1995, 2002) guarthat wordinitial and word-final dispreferredsters
have not been properly analyzed within generathe syllable-based models and B&B interpretation was
able to capture some important generalizations.

In addition, the paper sketches the achievementes&archers whose ideas in my opinion are
compatible with the B&B framework. The researclaresLudwik Zabrocki (1960 [1980]) and Pierre Detatt
(1966) and I will concentrate but on the fractidrtheir scientific interests, namely Zabrocki'sustiural
phonetics and Delattre’s syllable-cut. The papsw aérifies and corroborates the predictions of B&lel
against the work of these researchers.

Theblueprint principle of clusteringvhich | formulate within B&B framework stipulatéisat some
dispreferred clusters, i.e. those that violate Ley@eferences, tend to appear in exactly the sameential
order in all three phonotactic positions and therses of such clusters do not appear. | arguathatany
movement sequences, the position of articulataggues naturally forms the starting point for a sfieseét of
subsequent articulations, which in a sense ensue $uch a position, as harmonically as for exantpke,
continuum of movements in walking or running. Sactequence is preferred regardless of the phoimtact
position in a word, e.g.

1./mn/ : Greekmnéng, mnemonigccalumnyOE damn (Sp.)mnemotécnicaPol.)mnich‘monk’ , mnay¢
‘multiply’.

2. /¢t¢/ : sCiang, oscierznica isé, 0sé.

2a./zdz/ : Zzdzierca'extortioner’, Zzdzbto'stalk’, pazdziernik‘October’ pazdzierze'harl of flax’, gw&dz.
3./pt/ : (Gr.)pteron‘wing’ ptyalon‘saliva’, (Pol.)pterodakty) raptowny (E) pterodactyl(Sp.)pterodactilq
(E) chapter apt, adapt

Word-initial dispreferred clusters are analyzechgstabrocki’'s structural phonetics and the resatts
compared with the predictions of the B&B model. Wiespect to word-final cluster repair strategies |
suggest enumerating 3 main types, which are disdussthe paper using B&B model.
(1) a. consonantal beat creation, emuple button excursion hebdomadal

b. elision of a word-final consonatng, thumb hymn

c. elision of a penultimate cluster memis#gn, condign align.

| interpret the creation of consonantal beats iglish as a functional preference, applying regasit the
phonotactic position: Ngumi, student, bottle. Thiggested B&B taxonomy of RP’s consonantal beats
according to sondis ratios is as follows:

[1]: VFL: [-)1] artificial, [-f1] rifle, [-s]] whistle[-zl] muzzld-v]] festival[-yg]] octangle

[2]: VNL: [-n]] journal, heptagona[-m]] mammal

[3]: VSN [-dn] hidden[-tn] button[-pm] open happen

[4]: VAFEN: [-tfn] fortune [-d3n] margin

[5]: VEN: [-0m] rhythm, (-6m]) [-0Om] fathom [-[n] excursion, [-On] marathon,[-3n0] equation
[-zm] capitalism [-fn] often [-vn] even [-sn] Whitsundayoxen
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Silesian and Cashubian ethnolects

as contrasting types of ethnic identity strengthening
Matgorzata Hatadewicz-Grzelak (Technical University of Opole)

The research reported in the paper aims at inastgthe sociolinguistic factors of ethnic ideptithange

and identity strengthening. The assumption thajuage is a paramount factor of group cohesion sselfns
evident with respect to minority languages. | ti@ihvestigate the issue with respect to the ddutewhich

in the past did not manage to coin their standardions and with the view of occurring changeaigliage
policy, now have the chance to become regionaliages.

The research consisted in comparing selected aspesinchronic and diachronic situation of the two
ethnolects in the region of Poland: Cashubian aledign, and was supplanted by the field study cotet
in 2005 in the region of Cashuby and Silesia, dkagahe analysis of internet language dataetitto avoid
passing value judgments (cf. prescriptive versusciative linguistics) and hence the term ‘ethndlec
(coined by Majewicz) is used instead of the terial&tt’, which is especially important with resptrimuch
itinerated ‘language or dialect’ discussion on @didn. The framework, although the topic is of lirggic
nature, is also based on sociological and anthogjiea! theories, e.gational choice theoryfunctionalismas
well as semioticich-get-richer principle The referential part of the research is mainly baseelaborations
by accomplished scholars investigating the vaseitiequestion: based in Warsaw, Gslaand Pozna
Universities in the case of the Cashubian (the Bozantribution includes the research by Ludwik Zakio
Gerard Labuda — rector of AMU 1962-65 or Alfred i\ajcz) and in the case of Silesian, the researchers
based in Silesian Institute in Opole, Opole Uniitgias well as many others (Bdidka, Lis, Wyderka, etc.).

The reasons of choosing Cashubian and Silesiatcoftrastive identity studies are manifold. Most
importantly, the question of ethnic identity andnity conflict is most pronounced in the casehese two
regions. Moreover, the two ethnolects have undergamilar superstata influences in the past, botin the
part of German and Polish languages. The processimfression of the restricted code and creating
subjective language deficiency feelings has alsgn@ssed in a very similar way in both cases. Hewdke
concomitant development of ethnic identity progeelsin the opposing ways: the Cashubian ethnolect is
becoming standardized through language revivalggmovhereas in the region of Upper Silesia thamgro
identity is overtly build around the language oédime trespassers (German) giving rise to Germaoiitly
in Poland, which is inevitably connected with owemouncing the identity of a speaker of Silesian.

The two regions are distant enough to prevent amyah influence and hence enable tracing and
comparing the mechanisms affecting identity chaige. contrastive analysis | conduct helps to foataul
the reasons for such a divergence of identity exjias, rather than formulate any specific predngjan
accordance with the statement by Trudgill (1983)17i]t is not easy to determine what factors iaxenlved
in the establishment of these varying attitudetatguage and ethnic group membership. However, the
examinations of sociolinguistic situations in whiattitudes of this type appear to be undergoinggbanay
be revealing”.
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Between Hamasstan and Dumbfuckistan: About blends
Camiel Hamans (European Parliament Brussels/Strasbourg)

Traditionally morphology deals with complex wortigprds which are not simple signs, but which ardena
up of more elementary ones' (Aronoff 1976). Althb{gprtmanteau’ words suchsaeog, snarlor chunnel
are derived from other forms - 'smoke + fog, 'snakbark' and 'channel + tunnel’ - Aronoff doesinciude
the pattern of word formation in his theory of mioofpgy. These products of blending processes ate ju
‘'oddities'. Bauer(1983), Scalise (1984), Spence@®1) and Rainer (1993) share the same view.

In the work of Suzanne Kemmer (for instance Kemg@890) blends play a more central role. She
considers 'lexical blends, suchgli¢terati, stalkerazziimagineerandcarjacking as instances of one of the
most vivid and creative word formation processesnglish'. However, she realizes how problematnts
are for rule-based theories of morphology. Therfire describes the process of blending withinaisag
based network theories.

In this paper | want to discuss in how far blendimgcesses are more or less systematic.

| shall start with examples such as:

(1)  brunch breakfast + lunch
flumpet Flagelhorn + trumpet

The process under (1) is not very productive affidsasight not really systematic, just as in epées such as:

(2) governator governor + terminator
Nescafé Nestlé + café
Nespresso Nestlé + espresso

On the other hand, examples such as under (3) stsggerphological boundaries might play a rolehim t
formation of portmanteau words:

(3) Oxbridge Oxford + Cambridge
stagflation stagnation + inflation
infotainment information + entertainment

The last example under (3) makes clear how contplicthe process is, singgotainmentis a part of a
paradigm

(4) entertainment wintertainment webtainment
infotainment  sportstainment
emotainment
edutainment
litertainment
psychotainment

The process which operates here might be desdriltedms of more or less productive forms of bleggli
just as in (5), (6) and (7). On the other handomild be considered as a combination of clipping and
suffixation, or sometimes of twofold clipping andnepounding, as in (8), (9) and (10).

(5)  hotel
motel motor + hotel
botel boat + hotel

(6) Hollywood
Bollywood Bombay + Hollywood
Mollywood Moscow + Hollywood
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(7)  globalisation
glocalisation
(Englishisation)

The last examplekEnglishation suggests a conscious but normal process of atiffix is taking place
already, as in some of the examples under (8)43@)ell.

(8) Afghanistan
Londonistan

Dumbfuckistan
Hamasstan

(9) advertising stopvertising
webverstising shockvertising
artvertising trashvertising

(10) English
Swenglish Dunglish Germish globalish
Spanglish Nenglish offlish (office English)
Polglish
Taglish
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Deconstructing the links of addition
Thomas Hanke (Freie Universitat Berlin)

1. The typological analysis of numerals

An internal typology of numerals may ignore all kens of external categories. Complex numerals like
Frenchvingt-quatreor Germameun Millionenconsist of two types of constituents:

— Units expressing a value, e.g.\20gt, 4 quatre 1.000.000million
— Other elements likand ‘ADD’ or -en‘MULTIPLY’, expressing relations.

The relations between values conform to arithmediparations. Nearly always, sequent numerals itotest
patterns, the most common types being serial ntigkition (20, 30...6(ingt, trente...soixanfeand serial
addition (21...29%vingt-et-un...vingtnelf In series, the constant part — in addition thgemd — may be
formally distinguished from the variable parts. fehiss no similar asymmetry in other sum typesrictet to
short sequences or single occurrences.

2. The links of addition known so far
Greenberg (1978:264-6) calls an “overt morphemjression of an operation’liak. His classification of

simple additive links has been generally acceptidowt further research (Hurford 1987, Heine 1997,
Greenberg 2000): the most common is juxtaposifalowed by “comitative” links meaning ‘and’ or ‘th'.
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Other rare types: superessive (‘upon’, ‘over’),qaEssive links, and expressions for additional dbjéextra’,
‘left’).

3. My typological study

From a diachronic viewpoint, the non-numeral megrohelements hints to the conceptual source of the
respective construction. | checked prior typolobiesults with a world-wide sample of 281 languages
(Hanke 2005).

4. The results

It is confirmed that unmarked addition is most camnifollowed by coordination. As Greenberg corngctl
stated, only these symmetric constructions are umselll types of sums.

I have not found a single case of a “pure” comitatike *twenty with three- comitatives are only an
indirect source via coordination.

The superessive is the most common of a whole arlusdt locative sources, including dynamic
concepts, and even ‘lying, under’, explicitly exada by Greenberg. The augend is always coded like a
ground obiject.

The possessive type includes different source quacBesides ‘extra’, expressions like ‘already’,
‘else’ occur.

Greenberg’s generalization, that with ‘left’ augerate always omitted, is apparently based on
Germanic and Baltic evidence with ‘left’ only fol @, cf.eleventwelve< ‘1-left, 2-left’. The hypothesis is
easily falsified by an independent case of ‘remamto 99.

In some numeral systems, augends based on expre$siohand’, ‘side’, ‘foot’ etc. combine with a
variety of additive constructions including spexifines.

5. General conclusions

Additive constructions often use simple links, lame not limited to them. More than thought before,
numeralization is comparable to the grammaticabpadf constructions.
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Containers and conceptual blends in immigration discourse:

Description and explanation in a cognitive Critical Discourse Analysis
Christopher Hart (University of East Anglia)

Following van Dijk's characterization of ideologg ahared social cognitions, where social cognitson
defined as ‘the system of mental representatiodspancesses of group members’ (van Dijk 1995: 4@),
may conjecture that conventionalised conceptuahptetrs are, in social and political contexts, Eelyi
ideologies.

A central tenet in Critical Discourse Analysis (CPi& the dialectical relationship between elite
discourse and public representation. This papé¢iwigstigate anti-immigration ideologies as a fiimc of
metaphorical structure, where for CDA, then, metapin elite discourse is both constructed by and
constitutive of conventionalisedritrencheyiconceptual projections. Party political manifesind keynote
speeches during the UK 2005 General Election cagnpaill provide a corpus of data.

With a focus on instances of discourse (as opptisdiscourse in the Foucauldian sense), analysis
will be carried out not with the Lakoffian accowtdndard in Critical Metaphor Analysis, but wittnceptual
blending theory (Fauconnier and Turner 2002), aereppropriate model representative of cognitive
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operations performed during discourse processimgconceptual blending theory, since inferences are
generated in the blended spaedakoratior), metaphors in (elite) discourse are significangudistic
structures of ideological consequence.

The state-as-container metaphor will be identiisdthe most prominent in immigration discourse.
Consider by way of example the following reproducedbatim from the official website of the UK
Independence Party (www.ukip.org):

The trouble is the UK is already full up.The average population density of England is tulheg of
Germany, four times that of the France, and twthaes that of the United Staté&e are bursting
at the seams[my emphasis]

The state-as-container metaphor is realised imiatyaf linguistic expressions, as will be illusted in this
paper. Common across each case, though, is thaimenschema in the generic space. Going beyond
description, this paper will offer cognitive expédion as to the potency of the state-as-contaie¢apior in
immigration discourse. As a function of the inharéagic’ of the container schema, the state-astaimer
metaphor signals group boundaries denoting ‘insidend ‘outsiders’. Here, incorporating ideas from
Evolutionary Psychology, it will be postulated thaglisations of the state-as-container metaphetitie
discourse are so affective because they connectaniinnate ‘fear of outsiders’ module, thus emagctr
reproducing anti-immigration ideologies. At thisiptp it must be made clear that this is not a réidadst
argument; the human mind is not determinately pmied to immigration. The human mind may be
predisposed to conceptualise human groups metaglfigrin terms of containers. However, where the
boundary element of the container schema is silyédeexample, in the case of the nation-state pisoduct

of discourse and culture, and thus a critical disse analysis is relevant.
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Consonant dissimilations in Middle English
Anna Hebda (Adam Mickiewicz University, Poznan)

Numerous as they were, Middle English consonaisirditations have never actually undergone thorough
investigation in their entirety. One could, of ceeirobject and point to the 1938 paper by EckHainde
konsonantische Dissimilation im Englischen”), wieneot for the fact that, first of all, the papearquestion
was published well over half a century ago; secaes written at the time when no tools of thedkof the
Middle English dictionaryor theLinguistic atlas of Late mediaeval Engliskere available, and, third, it
offers more of a list of the types of dissimilatgigenomena operative in Middle English rather than
exhaustive account thereof. Having provided théndifn of dissimilation, as well as an explanatmfrthe
nature of the process, class by class Eckhardt8)j18Bumerates possible segment modifications and
illustrates them with a handful of examples eachat¥e does not do, though, is support the disousgih
analysable, tabulated numerical data, and exarmadititopic aspect of the change(s).

Detailed information on how particular dissimilateodiffused throughout the lexicon of English in
time and space is likewise difficult to come bynore modern, standard reference books such as Luick
(1914-40 [1964]), Jordan (1934 [1974]), Mossé (1§B291]), Fisiak (1968 [2004]), or Wetna (1978).
Mentions of various dissimilatory alterations sagavery now and then, not infrequently scatteredray
the descriptions of other minor phenomena, but aenmmmprehensive treatment, backed up by hard
evidence, is missing.

The present paper seeks to investigate the tempordl diatopic distribution of consonant
dissimilations in Middle English. Searches and ¢swill, therefore, be done separately for Earlgt aate
Middle English, as well as for each of the five arajialect continua (N, EM, WM, SW, SE). The fingin
are expected to indicate if the heyday of a giveft belonged to the early or late phase in thesttgyment
of mediaeval English, and whether there were areasediaeval England, where particular changes were
implemented with remarkable tempo or ease. TheysisaWill be carried out on the basis of two large
dictionaries available online, namely fii@dle English dictionarand theDxford English dictionaryGiven
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the breadth of the topic, the scope of the presapéer will be narrowed down to the cases of chamgjee
place of articulation of a segment, leaving asitgances of dissimilatory consonant loss, inserioal
change in the manner of articulation.

Reduction phenomena in Lancashire dialect:

Implications for grammaticalisation
Willem Hollmann, Anna Siewierska (Lancaster University)

Grammaticalisation theory/the usage-based moddigirénat constructions with a high token frequeay
subject to more morphophonological reduction thess lfrequent constructions (Bybee/Scheibman 1999,
Birkenfield 2001, Hopper/Traugott 2003). We notattthe evidence for this is biased towards standard
varieties of the languages studied.Birkenfield @0for instance, analysed conversations that eedun a
news show. Sometimes the researchers simply doinwbtde information about their subjects’
sociogeographic background: Bybee and Scheibmamdis that their informants reside in Albuquerque,
NM (1999:579). This bias towards the standard haddack of attention to socio-geographic backgrasiaah
issue, because in non-standard varieties expressiap acquire particular local significance anddreance’
(in the sense of Beal 2000:349).This may distatabrrelation between token frequency and reduction
To illustrate this, we present some data from gegtoon Lancashire dialect, which draws on
recordings from the North West Sound Archive (selfrhinn/Siewierska 2006, Siewierska/Hollmann 2006).
The non-standard realisation of the definite atictompare the full realisation in (1), to the retthrcto a
glottal stop in (2), or even zero, as in (3)—igafticular interest, as this has been characteaséft]he
most stereotypical feature of northern British Estgtlialects, especially those of Yorkshire anddaashire”
(Jones2002:325).

(1) ...and then they buitheschool, Townley school.
(2)  And she were harmless enough dutindpy you see.
(3)  Well colliers were coming on the bottom (.) emear t' bottom of @ smallholdings...

The speaker from whom these examples are takeenssBtally reduces the definite article before
smallholdinggsee (3)), whereas in noun phrases with more frgqans such achool(see (1)) reduction

is significantly less common. This goes against'©mxpectations on the basis of grammaticalisation
theory/the usage-based model, but may be more stadelable given the local importance of the type of
small-scale farming portrayed by the wamhallholdings Here, then, the data seem to echo Coupland’s
suggestion that “regional pronunciation and locqlegience have a mutually encouraging, we might say
symbiotic, relationship” (1988:27).

Grammaticalisation theory/the usage-based modelcamelude, must be modified in light of
findings from non-standard data. And these modifices are not trivial, as the majority of speakafrany
given language do not speak the standard varietg-ttnmajority of languages in the world do notreve
have a clearly codified standard.

Finnish verbs of perception in a typological perspective
Tuomas Huumo (University of Turku)

Expressions of sensory perception canonically ohel(at least) two participants, an experiencer ke (a
animate entity that perceives something) and tineukis S (the entity perceived by E). In his tympéal
study on verbs of perception Viberg (1984, 124-2P2D1, 1295) argues that these verbs can be diuitted
experiencer-based verbs which select the experiexcthe subject, and phenomenon-based verbs which
select the stimulus as the subject and leave therncer outside their argument structure. Expege
based verbs are further divided into activitie®efgaiye verbs of perception, e.g., ook, listen) exgeriences
(non-agentive verbs of perception, e.g., see, hEapressions with phenomenon-based verbs inciude,
Peter looked sadPeter sounded sadhe cloth felt softHowever, in my view the status of this last grofip
expressions as indicators of basic sensory peosejstdubious, since in addition to perception ey code
an impression that is evoked in the experiencevhimt is perceived. Phenomenon-based perceptioars m
purely coded by verbs with meanings such as ‘bibleisshow’ (as inDoes the scar still show?'be
audible’, etc.
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In my paper | discuss the Finnish system of pefoppferbs in the light of Viberg's typology. Finhis
codes all sensory domains with separate verb<fivmitées, experiences and phenomena. The stethesé
verbs arekatso-‘look, watch’, ndke-‘see’, néky- ‘be visible, show [intransit.Jkuuntele-listen’, kuule-
‘hear’, kuulu- ‘be audible’;haistele-‘'smell [agent.],haista- ‘smell [agent. or non-agenthaise-‘[emit]
smell’; maistele-taste [agent.]'maista-‘taste [agent. or non-agent.haistu-‘taste [intransit.]Jfunnustele-
‘feel [agent.], tunte- ‘feel [non-agent.]’,tuntu- ‘feel [intransit.]. The harmony is thus broken liye
experience verbs of smell and taste which cantese an agentive reading. It is also easy to sdanhny
activity and phenomenon verbs are morphologicaiywed from the experience verbs by adding the affi
ele- vs. -u. Elsewhere the affixele- indicates iteration (e.ghyppa- jump once’ =>hyppele-‘jump
repeatedly) and the affix- reflexivity (e.g..kaata-‘fell => kaatu-‘fall’).

Viberg notes (2001: 1296) that especially verbexgferience are ambiguous between an inchoative
vs. a static reading (e.g., see ‘notice by visien perceive a vision continuously’) and that timegrk their
arguments non-canonically by taking a dative subijemany languages. In Finnish the experiencesvarb
exceptional in that they take the accusative objgen when they indicate a state, though elsewthere
accusative is only used with telic verbs indicatingaccomplishment or an achievement (thus assdaidth
high transitivity) whereas the partitive marks tiiigect if the sentence is atelic, progressiveherctivity is
terminated but not accomplished (low transitiviége Helasvuo 2001). Thus the non-canonical argument
marking shows up not in the subject but in the chje

In my paper | first give an overview of the Finnsystem of perception verbs and then discuss the
semantic division of labor between these verbd, #spectual ambiguity, and their argument markigginst
the background of Viberg’s typology.
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Adjectival inflection in medieval Irish English texts
Piotr Jakubowski (Adam Mickiewicz University, Poznan)

The aim of the present paper is to provide a dmtaihalysis of the adjectival inflection in Irishdlish texts

of the fourteenth and fifteenth centuries. Unlikemerous accounts of the disintegration of adjettiva
inflection in the dialects of Middle English thesehardly any study devoted to the problem in mealirish
English. The investigation will also focus on tleerparison between the use of adjectival final reddlieval
Irish English texts and in the texts of south-wdgtlands. The dialect of south-west Midlands wasdhea
from which English arrived in Ireland in the twélftentury (Hickey 2002: 39). Thus, itis of intenetether
the morphological developments in both dialectgldis similar tendencies or whether Irish English
morphology of that period followed a different reufA preliminary analysis of the texts reveals thea
archaic character of the adjectival system fountthéntexts of medieval Irish English.
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Distant countries brought home:

Linguascaping the exotic in British TV and newspaper travelogues
Adam Jaworski (Cardiff University)

British TV holiday programmes (most notably BBElsliday and ITV'sWish You Were Here.),as well as
the newspaper travel sections (e.gThe GuardianandThe Sunday Timgsare peppered with uses and
representations of languages (other than Englisitall to tourist destinations. Building on the
interdisciplinary approach combining frame analylsiaguage crossing/stylisation, and language aigol
this talk argues that in the context of the Britisidia, the snippets of ‘foreign’ languages perfamange of
symbolic functions such as appropriation and ultelyacommodification of local languages; indexing
destinations as ‘exotic’; positioning the presesfteriters as ‘expert’ or ‘elite’; and, by implicati,
positioning local people in travel destinationsgasochial’, ‘non-elite’, and ‘othered’.

A finite-state approach to super-long German nouns
Marcin Junczys-Dowmunt (Adam Mickiewicz University, Poznan)

I will summarize the results of my Master’s themisl the main points of a lecture | held at the samif the
Department of Applied Logic at the Adam Mickiewidniversity in Pozna. A short overview about the
structure of German compounds and newer researateaung the role of the so called interfixes tog t
segmentation of super-long compounds will be given.

After a short introduction to the concept of fingiate automata and transducers | will describe the
construction of a transducer used for a naive camgp@egmentation. This transducer will be obtaimgd
building the Kleene-Closure of a deterministictastate dictionary of possible compound segmehistw
are either basic, lexicalized nouns or interfixdewill show that the resulting transducer, whiclstldgts
determinism due to the use of the Kleene-Closumenaot be determinized, which is a direct conseqeiefc
the structure of German compounds and their thieatlst unrestricted length.

In a second step the identified segments are awhlyz order to obtain additional data for the
forthcoming disambiguation process. | will show htransducers can be used to identify segments with
relevant suffixes or segments with more than aagedmount of syllables. Both properties have angfr
impact on the distribution of the afore mentionagifixes. The possible occurrence of doubled vewshe
nucleus of a syllable makes it necessary to cocistules for every possible nucleus.

The third step of the analysis uses transduces taleéetermine distributional relations between the
segments and the interfixes located between théat i$ where the final disambiguation takes plde®
types of morphological contexts are modeled: thalloelation between a segment and the followikyfix
and the global relations between two or more basin segments.

The three steps of segmentation, analysis and digaation are linked by the construction of a
transducer cascade, where transducers are ined@simappings and the cascade is treated as asibam
of mappings from a single input word to a set gfaanotated segmentations.
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Recognizing English contact induced features in medical texts
Csilla Keresztes (University of Szeged)

In some speech communities the prestige and seoioeenic dominance of English as a foreign language
(EFL) can create quite unexpected language coeféetts that affect the native language. This paper
observes how physicians and medical students irg&tynare influenced by their knowledge of English
language in proofreading medical texts.

In the twentieth century the growing dominance oflish and its much closer contact with other
languages of Europe developed due to new meamsrohanication. The result was a very free and videsat
linguistic borrowing of English words by Europeangduages, including the Hungarian language. This
phenomenon can be observed in various sphereseofday life but can be best detected in the fidld o
sciences, especially in the field of medicine. Aligh this influence occurs mostly in the appearasice
English loanwords in Hungarian, it can be detectedll levels of the language and identified inieas
interference categories: orthographic interferetieeuse of borrowed words and abbreviations, gratinat
interference, and semantic interference. ldentifyirese language contact effects and their intex{ioe in
the light of contrastive linguistics can help uslerstand cross-linguistic influences.

Hungarian medics tend to use many English-Hungas@tact induced features when they use
Hungarian for professional purposes. | examinedrotiad processing of visual stimuli by making Hanign
medical doctors and students at one medical s¢chddlingary proofread Hungarian medical texts, which
were mimicking medical research articles and coethseveral English contact induced features.dizatits
had limited time for proofreading the texts. Thesrevasked to underline anything in the text they thould
change provided these texts were submitted forigatidn. The type of “errors” they had to look feas not
identified.

At the end of the proofreading task participants tegfill in data concerning their sex, age, knaige
of the English language (self evaluation betweérn B-being the highest level), amount of exposarhe
English language, and whether they had taken pattteé English-Hungarian Medical Translator course
optionally available to them during their univeysitudies.

Participants of the Translator course tended totifjfemore “errors” than non-participants. There is
also a direct correlation between the subjectsWtaedge of and exposure to English and the number of
spotted contact features. Non-translator professsonith high level (4 or 5) knowledge of Englisid dot
tend to identify instances of English interferenuat,even English words which have Hungarian edenta,
and kept the original English orthography. Age o of relevance in the distribution of the resals
subjects between 30 and 40 spotted the fewest muohiitems.

While these findings are drawn from a group of ggesof one speech community, the results offer
insight into a largely unexplored type of languagetact, the one resulting from English as a gltihgla
franca. The findings presented in this paper maged light on the need for further research to sivbat
effects EFL exposure can have on the languagefisgmeakers in their native language.

London as the origin of change in British dialects?
Conflicting processes of innovation and levelling in south-east England

Paul Kerswill, Eivind Torgersen (Lancaster University),
Sue Fox (Queen Mary, London University)

The idea of London as generator of change in Briisglish is an article of faith among sociolingigially-
minded dialectologists. Our paper, reporting Pha$¢he first variationist study of London,3 claibes this
view. We ask:

i. What evidence is there that linguistic innovasistart in London and spread out from there?

ii. Does the high degree of multilingualism in Lamdhave an impact on London English as a whole?
(One-third of London’s inhabitants are not L1 speralof English.)

iii. Is there evidence of a ‘multi-ethnic vernaaulamong youth? If so, does it impact on mainstream
varieties?

The project examines an inner-city and an outgrimirough. They were chosen:

3 Linguistic innovators: the English of adolesceantkondon, Economic and Social Research Council, 2004
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i. to reflect a high proportion of non-‘Anglo’ inhaants of immigrant descent (inner London) vava |
proportion (outer London)

ii. to reflect a contrast between relatively closetivorks (inner London: ethnic group and familgds)
and relatively open networks (outer London: geolyiegd/social mobility and greater prosperity).

Our previous analyses of the vowels of towns irtls@ast England (Milton Keynes, Reading and Ashford
demonstrated regional convergencdialect levelling Our supposition was that these new, levelled (or
compromise) vowel qualities originated in and weifeusing from London.

We would expect the teenagers in the new projesto(\ recorded in hour-long ethnographic
interviews) to show precisely these levelled qieit with further progress along phonetic trajeetor
reflecting the assumed innovatory status of Londdmwever, for the vowels of GOAT, FACE, PRICE,
STRUT and FOOT, evidence almost entirely contradhut expectation. The main patterns are (1)ersav
of ‘diphthong shift’, which had led to broad dipbtigs in London English, and (2) a rejection of the
‘levelled’, compromise vowels of the south-east®enrmns.

These changes are highly correlated with ethnig#yder and borough. In general, the frequency of
these features patterns according to the followhinge interacting scales:

1. Caribbean/West African > non-Anglo other thamilzean/West African > Anglo
2. Male > female
3. Inner London > outer London

— to which can be added:

4. Outer London > London periphery (Milton KeynBgading, Ashford)

Our conclusion is that there is endogenous chamga@ non-Anglos in inner London, and that thisr/o
affecting other groups insofar as they have netvearktacts with them. The ‘levelled’ (perhaps ‘Esjua

English’) variants we previously found in the Lomdgeriphery do not originate in inner London, tnat the
product of regional supralocalisation in the Sdtidtst.

Sonorants conspiracy: A unified solution to vowel syncope

and bogus clusters in English
Artur Kijak (University of Silesia, Katowice)

This paper aims to explore three apparently uredlphenomena, i.e. syllabic consonants, vowel pgand
bogus clusters. The analysis is couched in thetSDV approach (Lowenstamm (1996), Cyran (2003),
Scheer (2004)) and is based mainly on the exarlesEnglish, though some reference to Germanidata
also made. In the analysis of the relevant faatkolpt the lenition theory known as the Coda Mi(B#géral
and Scheer (1999)).

In this talk | provide some evidence for the intieeelationship of the three phenomena, which, in
consequence, allows me to offer a unified solutosrthem. Moreover, | offer a solution to two tradnal
problems, that is, an obligatory ‘TR’ characterbmigus clusters (obstruent plus sonorant) and the ba
imposed on such sequences to appear in the wdia-pasition. | point out that it is a sonorantiainplays
a key role in both phenomena, i.e. vowel syncopiuagus clusters, and the promised unified soluttes
heavily on the ability of certain sonorants to plag syllabic function. Therefore, after a shataduction of
the relevant facts concerning syllabic consondritik more deeply at the behaviour of sonorantsvim
seemingly unrelated structures, i.e. vowel synamkbogus clusters. It is pointed out that vowaktspe
results in the consonant sequence resembling ashabgster, that is, a cluster which is neitheranbhing
onset nor a coda-onset sequence. It follows thakl/syncope and bogus clusters are one and the same
phenomenon, with the difference that the formeijkanthe latter, involves a syncope-prone schwa.
Consequently, they are dubbed ‘dynamic’ and ‘stétbgus clusters respectively. Moreover, it becomes
evident that although English abounds in syncopetee and true bogus clusters, their distributicseiverely
curtailed, that is, they are possible only in th@dvinternal position. Crucially, | indicate thdk the three
phenomena, i.e. syllabic consonants, vowel synaogebogus clusters, have the same origin and stem f
the expansionist behaviour of sonorants, whichiin is a reaction of the latter to a positional kvesss. The
analysis of the phenomena in question contributethé postulation of the governing-ability scale fo

32



PLM 2006 Book of Abstracts

different types of nuclei in English. Specificalliy,turns out that in English the application ofoper
Government is severely restricted. The only nualeich can be properly governed are those which are
lexically empty or hold the left branch of the sydic consonant. In other words, in English, uniikBolish,

for instance, lexically present nuclei are nevapgrly governed even by the strongest governoas,ish
realised vowels. Finally, it is demonstrated thatpostulation of the initial empty CV unit at theginning of

the word in English can predict the ban on the woitial bogus clusters (both ‘dynamic’ and ‘st&tid he
latter observation is a direct confirmation of tea proposed by Lowenstamm (1999) and advocated in
Kijak (2005) suggesting that the initial empty CWituis a phonological object which takes part in
syllabification and phonological processes.
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Causativization as a de-transitivizing device
Seppo Kittila (University of Turku)

Causativization is usually understood as a morgicédly signalled process which adds an Agent o th
valency of verbs (see e.g. Comrie 1975: 2). Morgogausativization also functions as a transitigi
device. This is not especially surprising givenfine that the introduction of an agent resulta stomplete
transitivization of (unaccusative) intransitive das. As suggested in the title, this paper isanterned
with these (canonical) functions of causativizatiout rather the opposite. In other words, the pagamines
the use of causative morphemes as a de-trangitivdgvice. A couple of examples of the phenomemen a
givenin (1) and (2) (see the data page). (1a) @sretypical transitive event, in which a purpaligfacting
agent acts on a patient that is fully affectedhgydvent in question. In (1b), in turn, the santmads seen as
less purposefully initiated, which is expressedatigching a causative morpheme to the verb. In Kamb
habitual and reciprocal events are expressed tsatigized clauses, as shown in (2).

My paper examines the de-transitivizing functiorpressed by causative morphemes from a broad
cross-linguistic perspective. In addition to thenfial illustration of these cases, the paper alsousises their
motivation. The differences in the nature of caugation of intransitive and transitive clausesvery
important in this regard. As was noted above, datization transitivizes (unaccusative) intransitislauses
completely. This follows, because the denoted Uyiterevent lacks all features of agency, whichthen
introduced via causativization. On the other hatithe agentive features (and thus all relevaattiiees of
transitivity) are present in canonical transitilauses. This renders transitivization impossiblather,
causativization of canonical transitive clausesltesn a division of agentive properties; theddlinced agent
initiates the event, while the underlying agemesponsible for performing the denoted action. Tejsrives
the underlying agent of complete volitionality aedders it less of an agent. This feature assakieith the
causativization of transitive events aids us inl&xing the seemingly bizarre use of causative menges
for de-transitivization. If we omit the introducedjent from a causativized clause we are left with a
instigator with a reduced degree of agency. Thiilyeaxplains the use of causative morphemes as a d
agentivizing device which seems to be the mostuieatde-transitivizing function expressed by causat
morphemes. On the other hand, the use of causaiivphemes in cases such as (2b) and (2c) can be
explained by referring to the overall decreasedekegf transitivity associated with causativizexhgitive
events. In a similar vein, the use of causativepiemes as transitivizers can be explained by iefgto the
general transitivizing nature of these elementiéncase of causativized intransitive clauses.
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Data and references

Finnish

(1a) henkild tappo-I kissa-n-sa
person.NOM kill-3SG.PAST cat-ACC-3POSS
‘A person killed his/her cat (on purpose)’

(1b) henkilé tapa-tt-1 kissa-n-sa
person.NOM kill-CAUS-3SG.PAST  cat-ACC-3P0OSS
‘A person had his/her cat killed/killed the catiaentally’

Kambera (Klamer 1998: 180, 186f)
(2a) tila-nanya na njara
kick-3SG.CONT ART  horse
‘The horse is kicking (now")
(2b) rimang, na-pa-tila na njara
look out 3SG.NOM-CAUS-kick ART  horse
‘Be careful, the horse kicks’ (i.e. it is her chetier)
(2c) da-pa-tila
3PL.NOM-CAUS-kick
‘They kick (each other)’
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Sociolinguistic variation in present-day Australian English
Minna Korhonen (University of Helsinki)

As Newbrook (2001: 114) points out, Australian Estg(AusE) has, until recently, largely takeniitguistic
norms from British English (BrE) and, thereforerdsembles BrE in many respects. However, American
English (AmE) linguistic norms are also becomingrencommon. According to Leitner (2004: 213),
Americanisms tend to be found most often in theriméal style and are more easily picked up by young
people. This indicates that there are differenoethé use of AmE features between age groups. Recen
studies on AusE have, however, also shown that Ales not necessarily follow either of the “main”
varieties of English, but makes independent chditgtead (e.g. Peters 1992 and 2001).

The topic of my PhD study is social variation inlapeaker attitudes towards AuskE. | will conceatrat
on a variety of lexical, orthographic, phonologieald syntactic features in which there are diffeesn
between BrE and AmE. The aim of my study is to erarto what degree AusE follows either BrE or AmE;
how it has changed during the last three genergteomd to what direction AuskE is possibly develgpin
addition, the speakers' attitudes towards AusEalslb be examined.

In the present paper, | discuss the results ofad gliudy on variation in the use of certain lekica
orthographic, phonological and syntactic featune&usE. The material for the study was collectedising
an Internet questionnaire comprising an elicitatest. In this test, the informants were being dstehoose
which of the alternative test sentences they wewstikely to use in their informal speech. Thedstu
included features from areas such as marginal mpdarb morphology, pronunciation and spelling.
Additional material will be drawn from interviewlsat were conducted in a small town of Blayney imiNe
South Wales, Australia in November 2005. Both sesiaf material include informants in three diffdrage
groups (three generations).
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Do fixed expressions reflect national stereotypes?

On impoliteness in English, German, and Polish
Barbara Kryk-Kastovsky (Adam Mickiewicz University, Poznan)

Many national stereotypes originate from the degréalirectness which characterizes the everyday
communication of the speakers of particular langsaghus, English is known to be less direct tham@n

or Polish, but more direct than South-East Asiagleges, cf. Wierzbicka (1991). The degree of thess is
often perceived as being inversely proportionataeéalegree of politeness, thus a German or Rdlistance
might sound impolite to a speaker of English, lifestompares it with the English equivalent.

In the present paper | will address the issue tbnal stereotypes by examining fixed expressions
which are products of the three cultures of intefexe, i.e. Anglo-Saxon, German, and Polish. My
hypothesis is that fixed expressions reflect theesttypical features associated with a particalagliage and
culture, e.g. the Anglo-Saxon distance and tergaggs, the German directness and some degreeghf rou
humor, and the Polish directness verging on pushkimad even vulgarity. The theoretical framework
employed in my analysis will be a modified versimithe model of impoliteness due to Culpepeal.
(1993). My hypothesis will be tested against datmiog from a multitude of sources: spoken language
corpora, my own data collected in real life sitoa$, and dictionaries.

It turns out from my analysis that, like spontaregonversations, also fixed expressions reflect
national stereotypes in that Anglo-Saxon data éitile highest degree of tentativeness and indiesst
perceived as polite among native speakers of Bnglisl somewhat overdone (artificially polite) bgakers
of German and Polish. This confirms the stereotyfibe English "stiff upper lip". On the other harlle
speakers of German are perceived as much mord,dhas less polite by the speakers of English shillt
acceptable to the speakers of Polish, whose fxgulessions might be even more explicit. To take on
example, in English you elegantipre someone to tealig German it is a bit more explicit since someghi
can besterbenslangweiligdeadboring), which has an exact Polish equivdniertelnie nudny However,
in addition, in Polish you can be much more exglidglescribed asudny jak flaki z olejertboring like
guts/tripe with ail), i.e. hard to handle and/adigestible.

Consequently, it follows from my data that fixedoeassions are a valuable source of information
concerning national stereotypes, probably comparab$pontaneous interaction.
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Effort management as a lenition/fortition criterion
Matgorzata Kul (Adam Mickiewicz University, Poznan)

The aim of the presentation is to revise the cuitsgrology of phonological processes. The revissdmased
on the principle of least effort (Zipf 1949/197 2)daseeks to develop the new lenition/fortitionemid.

Firstly, the presentation discusses the currentcgmhes to process typology: the traditional, the
Natural Phonology (Donegan — Stampe 1979, Stamp&/1979) and the Optimality Theory (Boersma 1998,
Kirchner 1998) approaches. The discussion reftbetslegree of confusion in the area of procesdagyo
The current approaches do not come to specify @iplihe lenition/fortition criteria. They stipula the
typology on the basis of an automatic, indiscrirténaperational procedure: if a segment is delatad,
lenition, if a segment is added, it is fortitioreX, the presentation redefines lenition/fortitioterms of the
principle of least effort. It also proposes to gitbte the term “least effort” for “effort managent& Finally,
the presentation lists the concrete, specificilemffortition processes (Dziubalska-Kotaczyk 20D8sssler
1985, Kirchner 1998) and proposes a new typology.
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The conclusion is that effort management seemseta Ipossible candidate for lenition/fortition
criteria. It abandons the vexed issue of the weakgstrengthening processes promoted by the toauditi
approach in favor of conscious, calculated critefia process selection. It also departs from trampeters
of the biomechanical effort advocated by the OTragph, replacing the parameters of precision, Wiigta
energy etc. with the total cost of a given artitola Rather, effort management make use of Dressle
(1985) idea of foregrounding and backgroundingudfans that sounds are obscured or clarified, dépgnd
on the total effort cost.
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Channel-driven economy strategies in English and Polish SMS messages
Matgorzata Kul (Adam Mickiewicz University, Poznan) Dafydd Gibbon (Bielefeld University)

Communication via non-face-to-face, technically ragztl channels has been extensively investigated,
generally with sociological and discourse analytiethods (cf. Déring 2005 for a review). From both
functional and structural linguistic points of vielowever, technically mediated channels providefuls
indicators of constraints on the interaction betwpeoduction and perception which characterise much
discussion in phonetics and Natural Linguisticg amich also motivate much work in the language and
speech technologies. For example, Gibbon (19815)188alysed channel constraints imposed by Morse
Code telegraphy on short-wave radio communicatising the methodology of speech act theory, and
focussing on uptake-securing. Similar constraiatstoe observed in text communication with moderhil@o
devices: SMS teletyping, PDAs, messaging units. assive upsurge in both personal and professional
communication via these devices has produced ktigaily very interesting highly constrained corgor
After specifying the channel constraints in deffait example: constraints on input and output desjon
character inventory and selection procedures andxiength), the present contribution analysememy
strategies in writing SMS text messages, and rethise to the channel constraints on SMS teledypimd
proposes that the strategies are not merely chaletetmined but are also dependent on typological
differences in morphosyntax, phonology and orthplgyebetween languages. In the English corpus extrac

“Oh..,I didn’'t mentionThat?:-)I took a TaxiAndI’'mB&Home”

some of the simpler channel-driven economy strategan be observed: (1) speech/text act: ASCllieomt
“-)"; (2) punctuation: character economy by spagplacement with capitalisation; space removal wher
there is no ambiguity; omission of final period) (e of informal style with contracted forms. €Th
contribution examines SMS texts of this kind in Estgand Polish, with particular reference to tymptally
different factors in the two languages. In additiimn strategies such as those illustrated here, word
abbreviation strategies will be examined, with jgatar attention paid to differences in phonolotjica
motivated strategies such as vowel reduction atetide, syllable deletion, metaphonological ortheqgjry
modification, e.g. English “coz” for “because, “idr “you” (cf. also Sobkowiak 1991). In the finadion,
economy strategies in text messaging are compaitbdesonomy strategies in other highly constrained
technically mediated channels (Gibbon 1981, 19#glly, referring more traditional contexts andstadies
text messaging in languages with non-alphabetiographies, it is shown that economy strategiesnigt
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have a long ancestry, but may also help to expiginlogical differences between writing systemshef
languages of the world.

Social conditions of effective communication
Wtodzimierz Lapis (Adam Mickiewicz University, Poznan)

| have decided to investigate, what — in peoplgmion — is necessary in effective communicatiard a
hence, what we understand under the term effectw@emunication. | did my research using an innowativ
method of so-called “reverse analysis”. | thinkitinhe communication process humans usually esgsth
new, innovative, sth that isn't obvious. So, whenhave to describe a robber, we don't say, he tegs22
arms and 1 head, but we talk about his distindgag¢ures. We talk only about distinctive featulesause
they are not obligatory, and therefore - they gexcHic.

| put in the Internet some queries:

(1)  “to understand* without” (in Polish: “rozum*esbez”),

(2)  “to understand* completely (or: to comprehenal*, to realize*) without” (in Polish: “zrozum* si
bez"),

(3) “toreach an agreement without” and “to comroaté* without” (porozum* & bez"), where the
asterisk stands for other inflectional forms.

These are my results

(1) complementary phrases for the expression “ttetstand* without” (in polish: ,rozum* sibez")

No | Complementary phrases Occurrenceg Total
1 | without word(s) 1177 1196
2 | without unnecessary word( 15

3 | without word(s) and other (e.qg. without touch, §) 4

4  without speaking 5 37

5 | without any gests and feelir 4

6 | without troubles and problel 23

7 | without added explanatiot 1

8 | some languages (e.g. with translators, language knowled( | 4

TOTAL: 1233 1233

So, using the method of “reverse analysis”, wesesnthat we normally need words here (in 97 %)antk
other factors (only in 3 %).

(2) complementary phrases for the expression “tietstand* completely without” (in Polish: ,zrozursi&
bez")

No Complementary phrases Occurrencey Total
1 | without words as a result of look 23

2 | without words as a result of have a Ic 5

3 | without word(s) in horoscopes (e.g. they understagqdarians 25

without words)

4 | without unnecessary wot 8

5 | without words (different 59 120
6 | without troubles and problems 2 2
TOTAL: 122 122

So, using the method of “reverse analysis”, weataserve that normally we need words here (in 9&:d)
some other factors (only in 2 %).

On the Internet there were 5 negation-sentencegdken into account in above table):
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— 2 related to words,
— 2 related to knowledge,
— 1 related to religious beliefs.

The results from this part are correlated with éhgisen in previous tables, but now we have 10gifawer
results then previously (in perfect aspects).

(3) complementary phrases for the expressiongédoh an argument without” and “to communicate witho

(in Polish: ,porozum* si bez”)

No  Complementary phrases Occurrences = Total

1 | without conflicts, disputes 7

2 without violence, aggressi 15

3 without trouble 7

4 wirhout problem 12

5 without difficulty 5

6 | without obstacle 5

7 | without any limitation 12¢ 180

8 | without words, language, speech 196 196

9 without mediation, mediations 16

10  without helg 4

11 some languages (e.q. without dictionary, transtagte 37

12 | without barrier and prejudice 10

13 | with disabled (person: 3

14 | connected with manager with nc 3

15 | without using additional devices and technolos 7

16 without mistake 3

17 without facial expressior 2

18 without additional descriptiol 4

19  without diplomatic losst 3 92
TOGETHER 468 468

So, using the method of “reverse analysis”, wessmthat we normally need:
— conflicts, disputes, violances, troubles, proldgedifficulty, obstacle and limitations (in 39 %),
— words, language, speech (in 42 %),
— some other factors (in 19 %)

The results are quite different from those two giireprevious tables.

From this part, now we have another classificatibfonly) some sentences (only containing somectiuges,

adverbs), which increase their expression:

No “without” + word (phrase) Occurrences
1 without using 28

2 without problems 20

3 without trouble 15

4 without necessity 14

5 without help 7

6 without obstacles 7

7 without the unnecessary ... (sth, e.g. words) 6
8 without major ... (sth, e.g. difficulty) 5

9 without ours 4

10  without any 4

11  without necessity 3

12 | regardless of / irrespective of (in Polish: begledu na) = 3
TOTAL: 156
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Conclusions:

(1) By the analysis, we have shown that 1. anégllts are correlated.

(2)  The results show that the most necessary thisgmmunication are words.

(3) In communication process, we pay attentiorhéorhaterial, not to the structure.

(4) Inmy opinion, it's very interesting to analyaithe results and to compare them with soméodhiaty

definitions.
(5) My method of “reverse analysis” is accuratéaimguage analysis,
(6) Irevised this method with my students andd et it works (is really accurate!).
References
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The making of Australian English:

Contact with the Aboriginal languages habitat
Gerhard Leitner (Freie Universitat Berlin)

Dialect and language contact is fundamental talévelopment of (mainstream) Australian English ffhei
2004a/b). The contact with indigenous languagesshdar been described mainly in terms of the kxic
input of words from traditional and early contamidguages. Leitner/Sieloff (1998), Ramson (2002 )dlasl
others have widened the theme to include Aboriginakcepts such as dreamtime.

I will widen the theme further still and make twoipts. the first is that | will argue that the garl
contact was not one between speakers of Englishindtgenous languages but one that was basetbog a
history of European thought about indigneous peopiaridwide. The heritage was known to the leadérs
colonialism and used to describe what they saw logfgre 1788. Once the colonies were set up, this
European package was confronted with new experssamod, along with Europegeistesgeschichtadapted
and changed to cope with indigenous peoples.

The second point | will be making is that insuffict thought is given to the fact that Aborigineséha
developed forms of English of their own, such amkand Aboriginal English. They are now accepted a
varieties (sometimes dialects) of AuskE. If we cuayith contact today, we have to look at the intdcacof
these dialects with mAuskE. In doing this, we wéldible to bring to light the fundamental impadeinms of
metaphors, code switching and other phenomena.

I will thus aim to show greater historical depthiddhe stylistic breadth of Ausk today.

Lexical borrowings in South African English from Nguni languages

in the realm of traditional healing and witchcraft
Aleksandra tukomska (Adam Mickiewicz University, Poznan)

The paper is going to be concerned with the lintguggractises involved in the diverse forms of triadal
healing and witchcraft rites existing in the prasgay South Africa. The main focus will be put upbe
lexical interaction between the use of English tiieduse of a group of indigenous Nguni languagélken
enactment of those rites.

1. Traditional healing and witchcraft in the conparary South African society

Even though South Africa has been under a strofigeimce of the Western ideas and the processes of
modernisation, traditional healing and witchcradtmains a very salient cultural practice in the blac
communities. As it is the case with many otheritrawdial practices, which are viewed as contradictor
even threatening to the modern social order yiéiy strictly controlled by South African legishai system.
The early 1990s brought a significant increaseiicheraft-related crimes, which were thoroughlyreised

by the Commission of Inquiry into Witchcraft Violemand Ritual Murders. The findings of the comnoigsi
(The Ralushai Report) served as the basis forahteemporary legal regulations of traditional heglémd
witchcraft. The topic, however, is not only presiarthe realm of legislation, but is also strongipresented

in the realm of mass media. The articles on thkinurders constitute an important part of theersection

in both local and national newspapers. Moreovenynieaditional healers use the power of medialiier t
purpose of advertising their services. The tradélois combined with the modern, and the indigenous
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languages (the languages of the old cultures,eftitestors) with the English language (associaitd
modernity, symbolic capital).

2. The presence of English in South Africa anddistact with other languages in the area

The status of English was different when companete African indigenous languages (including Adeks)
already at the beginning of the presence of thiésBrin the Cape Colony as an occupant (1795)ak &
widely known language with a well codified and eledted standard variety. The language, howevenatid
resist the process of mutual borrowings with mofpgical and structural influences. And indeed, adiy
before the British colony was settled, “it (...) inded words of South African origin from the nawaes of
travellers and naturalists” (Branford — Claughtdd02: 209-210), e.gkloof, agapanthusspringbok a
respectable Hottentot. Consequently, the langua@@sed from white European (specifically British)
mother-tongue speakers to other communities” (R&82: 104), which gave rise to what is known urider
term “New Englishes”, and the diverse South Afri€amglish vocabulary indicates how varied the graafps
its speakers are. At present, there is a widespeatttisiasm for English in South Africa (viewedaas
international language, preferred as medium of afilae) (Crystal 1998), but the interest in the lsead
varieties of English is also growing.

3. Examples of lexical borrowings in the South éém English from Nguni languages

It can be noted that a considerable number of&xiems of Nguni origin connected with traditioha&laling
and witchcraft is widely used by the speakers aftBaéfrican English (often with a semantic exten$id he
discussion, however, will also include the wordsaltare not extensively used (more specialist),avat
included in the South African English dictionaries.
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Learnability of Semi-rigid Grammars
Jacek Marciniec

As we showed in [7, 6], the image of a unifiablel anfinite set of types, given by its most genenaifier,
can be always established on the basis of itefmutset. There is a very strict relationship betwihis
property and that of learnability (in the senseGalld's identification in the limit [3]) of rigid ¢agorial
languages (cf. [4, 5]). The same property of cortiEss holds for optimal unification - the notiotragduced
in [2] as a natural generalization of its standzdnterpart. However, an infinite set of types magerally
have an infinite number of optimal unifiers. Theref, a learning function for some class of nonerigi
grammars cannot be grounded barely on BuszkowskPa&mn's algorithm, following the way the learning
function for rigid categorial grammars is basedBuszkowski's discovery procedure [1]. Some addéion
mechanism of selection has to be also involvedallisuhe grammar classes and the correspondingjtea
algorithms are described in terms of the conditiohguantitative nature, concerning the numberypés
assigned by the grammars. Our approach is diffek&et employ the presented in [8], modified kind of
optimal unification, accompanied with the approgialgorithm. For any, even infinite set of typleattis
bounded in length, there exist only a finite numiieoptimal unifiers of the new kind. The reductiofithe
number of solutions is achieved by enforcing thdeoin which types are unified. Our algorithm, agglto
an infinite sequence of functor-argument structifegbnitting finite type assignment - an enumeratibn
some functorial language for instance), alwaysikitak after some step, so a learning function tasethe
algorithm always converges to some grammar. Weacherize a class of semi-rigid categorial gramrtireats
is learnable by the function, and which lies inviltn (learnable) class of rigid grammars and (¢hiced in
[5], not learnable) class of optimal grammars. €leess definition does not rely on any relation lestw
grammars, therefore, for any grammar its membetstipe class can be determined by solely examitsng
primary type assignment. The learning function wavgle is responsive, set-driven and consisterithbt
prudent.
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Logic and law: The illogical language of the law in translation
Aleksandra Matulewska (Adam Mickiewicz University,Poznan)

The presentation will deal with problems conneetéh the interpretation of legal texts, and to kaa with
such problems which are posed by ambivalence oéssonds and textual ambiguity. Students of law are
taught logic at the first year of their studiender to give them knowledge about legal languamgktext
interpretation. Writing unambiguous legal textsaiskill which they should possess when graduating.
However, they often fail to obtain it in the coutdeheir studies. Thus, it often turns out thatwithey have

to write statutory instruments and other legalde#tey forget about the basic concepts of logit @ a
consequence they violate the principles of writingmbiguous, clear and understandable legal Retpite

the fact that especially lawyers should be awarhedifficulties which may arise while interpregisuch
badly-written texts the number of low quality legalcuments is increasing instead of decreasingpuially
has a far-reaching consequences. What is moregtavaften neglect the importance of grammatical and
stylistic correctness of texts. What they pay dibento (in their own opinion) is the meaning oéttext
achieved by using appropriate terminology. The comropinion is that grammatical correctness is a
secondary problem and that is does not affect #@nmg. The conclusions which may be drawn are(ihat
some of those texts are formulated that way ongeepo create loopholes and enable law evasipspfine

of them are created by people lacking basic knogdedf logic or (iii) people lacking basic linguisti
competence. It is a very tricky matter to intergeth texts in which conjunctions have been usezhin
ambiguous way. Therefore it should be borne in rntivad lawyers, legislators and legal translatorstrbe
especially aware of problems which may be causechpsoper use of conjunctioasidandor which may be
ambivalent.The paper will present basic interpretation rulggliad to conjunctions used in logic (namely
‘and’ and ‘or’). What will follow then will be a dection of examples from legal texts where those
conjunctions appear. Next, the ambiguity of texil$ lve indicated, possible interpretations will giwen
together with the interpretation of the law estsitdid by courts and other bodies. The impact ofitimean
factor will be presented and the discrepancy batlee logical and real interpretation will be shoWhen,

the problems posed by the ambiguity of legal textsbe indicated. Finally, the author will preseat
selection of examples from translations made byatepts of legal translation who fail to obseneertiies of
interpretation and thus create ambiguity of temta target language which are non-ambiguous inueceo
language. The consequences of such mistakes viiitlimated and the need for logic in legal commaitiin

will be presented.
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Communication disability of aphasic persons in daily living.
Jean-Michel Mazaux (University of Bordeaux)

Impairment of communicative ability is one of theshdevastating affects of aphasia on an individuié.
From a qualitative point of view, aphasia impaioghverbal and non verbal pragmatic competencieshal
skills are poor, and fluency is usually decreatedical items are often inadequate in regard taatbteasic
speaker’s intention. Syntactic complexity, humdmplicit and inferences are critically reducedrapaired.
Modern conversation analysis provides evidencenplirments in partner roles, for instance turnrtgki
during conversations, deciding conversation topgsjtching from one theme to another, and proogssi
verbal repairs during speech. Although non verbatetencies are said to be less impaired, it ifrdéan
clear that they are, and in which clinical form&phasia such impairments occur. Non verbal toagddips
noises, looks, smiles and facial gestures are ématijuincreased, especially in the case of sevasnéy
and/or phonetic impairment, as an attempt to ovaecthe verbal impairment. Gesture changes are also
observed, with great variability from one patienahother. Taking together, all of these symptasaltin a
dramatic decrease in communication ability in diing.

We studied 127 aphasic patients with a new, wditlated assessment tool, the Bordeaux Verbal
Communication Disability Rating scale, and founatih daily living, these patients were mostly iringd in
reading (68% impaired) and writing (79%) complexd/an administrative documents, performing
conversation activity about complex material (59@&68)ng checks and credit cards (57%), calling omkm
persons on phone (54%), and talking the first witktnowns (50%). These should be priority goalpetsh
therapy in aphasia.

The Wiki Way to corpus analysis: Aspects of automatic text classification
Alexander Mehler (Bielefeld University)

We analyze four different types of document netwarih respect to their small world characterisfidsgese
characteristics allow distinguishing wiki-basedtepss from citation and more traditional text netkgor
augmented by hyperlinks. The study provides evideghat a more appropriate network model is needed
which better rejects the specifics of wiki systelhputs emphasize on their topological differerega result

of wiki-related linking compared to other networksalso emphasizes the consequences of this amédys
text classification and develops an integrative eh@d content and structure-based classification.

Key words:text networksgraph modelstructure-based classificatipnontent-based classification

Direct semantic marking in Kartvelian languages

and the problem of inversion of personal markers
Irine G. Melikishvili (Tbilisi State University)

Between the two different kinds of strategy thaglaages employ for marking “who is doing what tatyh
which can be called as (1)syntactically based @&)dsémantically based marking, Kartvelian (South
Caucasian) languages (Georgian, Megrelian, Lazn)Sadlow the semantic principle of marking of verb
arguments. The two series of person markers (v-nadare functioning as markers of active, voliign
controlling the action participants opposed toctfd, not volitional participants of speech evéntan be
regarded as the opposition of active/inactive \@guments. The functioning of these series of marise
independent of syntactic roles of the participasush as subject and object. In this oppositiorséhnies v- is
unmarked and the series m- is marked. Kartvelianguages systematically distinguish between the
controlled, volitional and uncontrolled, not vatitial action. The series m- marks the affected,gvérg,
beneficiary possessing experiencing participantaotion. Such marking is to be considered as aftire
semantic marking and there is no ground to quaélig the inversion of personal markers.
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Language as the topic and the instrument of research:
Analysing social representations about language and identity

of Russian-speaking students in Estonia
Liliane Meyer (LINGUA, Federal Office for Migration, Switzerland)

Speaking a specific language can make one beirigopargroup, a community — a nation in certairesas
language can be the constitutive part of identiynguage, however, can also be - in its functiomeans of
communication — the main tool which allows condingcand sharing identity in and through discourse.

In this paper — based on the research and redultyy anaster-thesis (see the reference below) —
| intend to develop this double role that langueae play in research. Language is, on the one kaathpic
of my research - as a cultural fact and esseraidlip the construction and representation of idgrdn the
other hand, it constitutes the main instrumentpfesearch - as it is itself implicated in the dangtion and
diffusion of knowledge and meaning through disceurs

In the theoretical and methodological part | wdikd to present a linguistic approach to the comcep
of social representationSocial representations are considered in varitissplines (see Jodelet, 1989;
Moliner, 1996) as interpretation schemes sharehinva group or society, part of a common knowledge
which enables people to give a meaning to theiirenment; but at the same time they can also umderg
inter-individual variation, they can be reshapesiexplained and adapted when they do not seem to be
appropriate any more. A linguistic and discursiperaach to this concept gives us the opportunitpake
into account the dynamic aspect of social represienis, showing their elaboration and modificaiioand
through discourse (Moore, 2001; Py, 2000, 2003).

In the empirical part, | will apply this theoreti@ad methodological tool to a specific contextoB&a
has undergone many important changes since itgleppendence 1991, so that existing social repesssmg
should need certain modifications or might evebdmscally questioned. This is in particular theecias the
Russian-speaking population in Estonia who have lmeafronted with the fact of becoming suddenly a
minority and losing any official status for theamiguage. Through the discursive analysis of coavierss
about language and identity with some Russian spgakudents of Tartu University | would like toost
which representations of language and identity seeime prevalent and how they are elaborated or —
particularly interesting — modified in and throudjscourse.
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Spot the pigeon. Between representation and derivation
in Polish nouns with alternative virile/non-virile declensions
Grzegorz Michalski (Adam Mickiewicz University, Poznan)

This paper deals with a semantically-motivated aplileclension paradigms of certain nouns in Relisose
morpho-phonological behaviour is different whenytlege meant to denote people’s last names (male
surnames will be in focus here) than when they tfemamimate or inanimate referents. Besides taking

43



PLM 2006 Book of Abstracts

different suffixes, the split is manifested by dfatience in whether or not the last vowel of thenst
alternates, and whether or not the stem-final cossb palatalizes, the latter phenomenon applying
disjunctively to the former in some cases. It @roed here that the alternations are phonologicatiynded
and productive, but some stimulation from morphglsgneeded for them to apply or not. The queston
how much of this split can be encoded in the reprdion alone, and how much needs to be derived? T
presentation shows that for the representatioratullle the split alone, a peculiar class of stemudtibg
suffixes (infixing suffixes?) would be necessanyd ¢éhat without any extra-phonological informatairtand,
phonology alone would not yield the desired output.

Polish has a number of nouns for which concurrenh$ exist in their declensions. For example,
tramwaj /tramvaj/ (‘tram’; MASCULINE INANIMATE) is attested as having two forms in the pluralitjen
tramwajow/tramvajuv/, andtramwaji/tramvaji/. Both forms are deemed well-formed, through satfon,
leaving the stem intact, a trivial cyclic operation

This is not the case witholgb /gow3b/ (‘pigeon’; MASCULINE ANIMATE ), whose paradigm, apart from
suffixation, shows alternations in the stem. Fareple, the singular genitive fgolgb is gotebia/gowebla/,
with an umlauted (or raised) vowel in the stem, ammhlatalized stem-final consonant. Interestinifithe
same lexeme is called upon to denote a gentlemasisname Golgb; MASCULINE VIRILE), the same
structural case iGolgba/gowasba/, with no umlauting or palatalization in the stem.

This paper advocates the view that phonology atooes nothing about thgolgb/Golgb split, and it
is through derivation that it can produce the dssoutput.

For Lexical Phonology and (Derivational) Optimalitieory, the split can be managed either through
rule ordering at the word level (cyclic before pogtlic) or through constraint reordering at suhsaq
levels of derivation. In case no purely phonolotjigstification can be found for a given output,oarse can
be made to morphology taking over, either fiddlingh rule application at the word level or forcing
morphologically-bound faithfulness constraints.

This approach does not seem applicable, let alongcing, for non-derivational frameworks, such
as Government Phonology (including the more radaszion, CVCV; cf. Scheer 2004), where phonoloica
representation alone is supposed to handle thenafiens.

Should phonology be oblivious to non-phonologidgkets, ignoring syntactic information of the kind
[ANIMATE] and [VIRILE], and communicating with other (higher?) modulbsotigh postcards and a
translator's office (cf. Scheer 2005), then how tam same representatiofgawab/, that is) yield two
strikingly different declensions? (Or is it two repentations?)

This presentation shows a path between the extemmdf alleged non-derivational parallel
representationalism, and three-level serial daowatism.
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The difficulty of being different:

‘Reversed’ adjectival syntagms in Classical Arabic
Marcin Michalski (Adam Mickiewicz University, Poznan)

The most common word order of an adjectival phiagassical Arabic is Noun — Adjective (eadrbaradu
I-jamidu‘frozen hail’). In such a syntagm the noun mustagls agree with its adjective in determination or
intedermination. However, there are three constrastwhich permit the adjective to precede the ndtis
happens on various conditions and entails syntaitsformations. The agreement in determination is
violated then. For the use of this paper, thesstecoctions, which vary as to their semantic, stigliand, to a
lesser degree, syntactic restrictions, will be eshlireversed’ adjectival syntagms. They can befligrie
characterized as follows:

0] genitival syntagm, e.gamidu |-baradi‘frozen hail’, in which the noun in genitivaltbaradi ‘hail’)
goes after the adjective. Here some semantic alististrestrictions will be discussed.

(i)  formal annexion, e.g. (rajulurRabiru r-ra’si ‘(a man) who has a large head’, inwhich the naun i
genitive ¢-ra’si ‘head’) goes after the adjective. The ultimatection of this construction, however,
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is not to form an adjective to modify the noun @ngive but to form a syntagm to modify the head of
the broader syntagm (i.e.'the man’). It can, howgeecur separately and function predicatively.
Some differences and similarities between thesstoastions and Indo-European compound words
can be exemplified here.

(i)  “pseudorelative”, e.g.r@julun) kabirun ra’suli ‘(a man) who has a large head’, which is often
explained in terms of relative clause. Howeveraotount of some syntactic features, they should be
distinguished from true relative clauses. Similaolyi), this syntagm is also formed in order todifp
the head of the broader syntagm. It can, howeeenrseparately, e.gi'a |-kabiru ra’suhi ‘that one
with the large head has come’, wih its head omitted

Some relations between these constructions andasipilenomena in some Indo-Europaen language
(compound words, meaningful word order), as wekgisects of their occurence in Modern Arabic wéll b
discussed.

A corpus-based analysis of the peculiar behaviour

of the Polish verb “podobac sie”
Katarzyna Miechowicz-Mathiasen, Pawet Scheffler (Adam Mickiewicz University, Poznan)

Our presentation sums up a corpus-based microsfilg Polish veripodoba’ sie and its peculiar syntactic
behaviourPodoba sie (please/like) is a psych-verb whose syntactic biela resembles that of tieACERE
class psych-verbs (as proposed by Belletti & Rizzheir seminal 1988 article). We begin our anialy
addressing the well-known division of psych-pretéisanto Subject Experiencer Verbs (hence SubEapW)
Object Experiencer Verbs (hence ObExpV), which asdal on the surface ordering of the arguments
involved, i.e. the Experiencer argument and therighargument. The following two patterns are commonl
presented to show the difference between the tpesty

(1) a. John fears mice SubExpV
Experiencer Theme
b. Mice frighter John ObExpV
Theme Experiencer

It is generally accepted in generative framewoHhet syntactic configurations and semantic (thematic
information are interrelated, i.e. the syntactipresentations (at least in their initial stagedlect the
thematic representations (the Projection Princ{@@omsky 1981)). If we, furthermore, add Baker's
Uniformity of Theta Assignment Hypothesis statihgtt“identical thematic relationships between itemes
represented by identical structural relationshipsseen those items” (Baker 1988: 46), we can see
straightforwardly that the examples in (1) posebpgms for any analysis that assumes both the Riajec
Principle and the UTAH, i.e. we are facing the afled ‘linking problem’. Nevertheless, some moreen
analyses, such as Pesetsky’s (1995) proposahtintti¢ta roles involved in (1a) and (1b) are nestme, or
Arad’s (1996, 1998) analysis based on the diffezénthe event/aspectual structure of the two etrkses,
show that the phenomenon may be accommodated atidking problem resolved. It seems, however, that
the PIACERE group of psych-verbs, to which our vgsbdoba sie (please/like) seems to belong, strongly
resists such reanalyses and makes the problemsnety alive.

Podoba sie, just like the Italian verpiacereallows the following two patterns:

(2) a. Janowi podobast mdjdom.
JohnDAT  likes refl my houselom
‘John likes my house’

Méj dom podoba s  Janowi
my housevom pleases refl  JohDAT
‘John likes my house’

(3) a. AGianni piace questa casa

JohnDAT likes this houselom
‘John likes this house’
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Questa casa piace a Gianni
this housev\oM pleases JohbAT
‘John likes this house’

As the constructions in (1) could somehow be accodated as to satisfy the Projection Principle/lUTAH
requirements, the constructions under (2) and &not be said to involve different thematic roles o
event/aspectual structure. Moreover, both versasasnatural, i.e. unmarked, and to cap it all, Wweier
nominal surfaces in the sentence-initial positiconstitutes the sentential subject; consider th&ng
constructions:

(4) a. Janowi zdajesi podob@ mdjdom.
JohnbAT seems refl  to like my hous&m
‘John seems to like my house’

b. Mojdom zdaje 8i podoba Janowi.
my housexom seems refl to please JobAT
‘John seems to like my house’

(5) a. AGianni sembrapiacere questa casa
JohnbAT seems to like this hous&m
‘John seems to like this house’

b. Questa casa sembraiacere a Gianni.
this house\oM seems to please JobnaT
‘John seems to like this house’

In view of the facts presented above, we decidatittie following questions need answering: (1) viirad

of verb ispodoba sie — SUbExpV or ObExpV, (2) what is the positionirighe two arguments — Experiencer
and Theme — within the verbal projection and whitprojection looks like, and finally (3) how tpbssible
that the system allows for two different unmarkedace word orders. In our presentation we willtoy
answer the posed questions and propose an anafytie aforementioned problematic issues, as veell a
support our proposal with corpus data.
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The fourth person in Teop
Ulrike Mosel (Christian-Albrecht University, Kiel)

Teop syntax defies a description in terms of thegaries S, A, and O:

1. An exceptionally high number of di-transitiverlve and productive means of deriving di-transitive
verb complexes does not allow to marginalise diditavity.
2. In addition to the three categories of subjpatnary object and secondary object, the pragmatic

relation of topic figures as an independent grarmabsed category so that not only subjects, kadt al
primary and secondary objects can function as $opic

3. The category of person (speech act participantsther participants) plays a significant rol@ aop
argument structure as shown by the rules of objerking and the inflection of the imperfective
aspect marker.

The constituent order is. TOPIC - VERB COMPLEX —H{HR ARGUMENTS; the order of non-topical
arguments follows the hierarchy subject < primadrjeot < secondary object.The other means of exjoress
are two case marking articles (the basic artick e object article) and two kinds of cross-refiemeg
particles (the object marker and the imperfectageat marker). The selection of either the badiecemobject
article is determined by the following rule:
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=

Topical and non-topical Subjects take the badicle.

Topical objects take the basic article.

3. Non-topical primary objects take the basic &titthe subject refers to a speech act partidigaurt
the object article if the subject refers to a thpatticipant.

4, Non-topical secondary objects only take thedasticle, if both the subject and the primary abje

refer to speech act participants.

N

In accordance with this article selection rule, fiéas two pronouns that refer to participants atten the
speech act participants: th& Berson and the™person pronoun. Transitive clauses only diffenfroi-
transitive ones in lacking the secondary objectsTthere are three types of transitive and di-itiapes
clauses.

Clause type | Subject Primary object (Secondary object)
I 1/ 2" pers. pronoun s§/ 2" pers. pronoun 3 pers. pronoun/
NP with basic article
I 15t/ 2" pers. pronoun 3 pers. pronoun / 4" pers. pronoun /
NP with basic article NP with object article
1T 3" pers. pronoun / 4" pers. pronoun / 4" pers. pronoun /
NP with basic article NP with object article NP with object article

This differential object marking (8vs. 4" person and basic article vs object article) cabeatxplained in
terms of grammatical relations, but reflects thifedént kinds of relationships that can hold betwéee
speaker and the participants of the reported elfdmt/she speaks about him/herself and/or theeneard
one additional participant, the additional partaripis expressed by*$ers. pronoun or basic NP, but when
speaks about a third and a fourth participant enevthird, forth and fifth participant as in e forth and
fifth participant are expressed by tHEgers. pronoun or an NP marked by the object articl

Polish functional projections
Michael Moss (University of Gdansk)

In this paper, | would like to investigate the Bhlsystem of tense and other functional projectmesrding

to the model presented in Roberts (2005). Rolmdposes that the VSO order in Welsh arises due to
Pers(on), Num(ber), Force and Fin(ite) functiorralgctions in the clause structure. He combinissvith
some observations about the EPP feature. | wikddd investigate how this system can answertires
about Polish tense and number morphologyy; <cie etc) and their apparent scrambling abilitieshétts’
work is in part based on Poletto (2000) and assalt this material will also have to be investighand
brought into the analysis of the Polish situatidlihough the paper will be based on models propased
other works, | feel that it willl bring the structuin Polish into sharper focus, supporting theeutyihg
theory of UG.
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The grammaticization of ‘but’ as a final particle in English conversation
Jean Mulder (Melbourne) and Sandra A. Thompson (University of California, Santa Barbara)

In contemporary Australian fiction, ending a turithvbut is becoming stereotyped as distinctive of
Australian English (Mulder 2002). Here is an exagnpl

(1) Bradley slapped the tops of his thighs. “Mireident,” he said. “Both legs buggered for good.
Compo’s coming through, but.”
I nodded. “No hope?” | said. “Physio? Operation?”
“Stuffed,” he said. “Mind you, | miss the fishimgore than the bloody work.
O’Fear. (Peter Corris (1991:100))
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Fascinated to know to what extent this might reflgmoken conversation, and whether it might not be
restricted to Australia, we began making a coltecttf examples from various varieties of spokenlighg
The following example is from two teenage Austnalgrls:

(2)  A: We've had new people join our [group].
B: [yeh]
A: Kylie,
she was a bit of a bitch but.
B: um.

From these data emerge three hypotheses. Firsttgntemporary spoken English, the behaviour othat
be modelled as a continuum from a prosodic-unttaihtonjunction to a prosodic-unit-final discoupsgticle
in a way that suggests a grammaticization procggsoigress. The continuum that emerges from oaraiat
be schematized as:

3) initial but >  Janus-faced but > final but
[IU-initial ‘conjunction’] [lU-final ‘discourse particle’]

The usage of ‘final but’ in Australian English, aitelgrammaticization pathway, seems preciselyl(ehta
that of though (Barth-Weingarten/Couper-Kuhlen 2002

Secondly, we hypothesize that as but ‘moves’ althig) continuum, its conversational function
changes from that of a turn-continuing ‘connectiteea turn-yielding discourse particle, in a wagttrs
consistent with what has been described in the maoization literature. What we find with our Anrean
data is that both prosodically and sequentiallgagers give evidence of taking another’s priordnding
utterance as having been finished, but with anigapbn left ‘hanging’. Sometimes they ratify the
implication left hanging by the final but, and sdimmes they simply go on with a turn that assumes th
implication. However, our Australian data providmsiderable evidence that there are many usemaf ‘f
but’ which have progressed far enough to be consitiinal particles. Not only are these utterethwinal
prosody, but the participants do not behave deeifet are any implications left ‘hanging’. To dersivate
these claims, we draw on contemporary data rathen tistorical data, considering prosody, turn
organization, and interactional actions.

Thirdly, while we focus on the usage of but asulyfdeveloped’ final particle in Australian Engffi,
in fact, it appears to be more widespread than ditisurring also as a feature of New Zealand Englisd
some varieties of Scottish, Irish and British EslgliDrawing on historical dialectal description, pvepose
that ‘final particle but’ is more broadly a featuré ‘Antipodean’ English that traces its origingahgh
colonisation and migration from the UK.
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On Pro-Drop and Impoverishment:
Towards a new concept of morphological richness
Gereon Miller (University of Leipzig)

It is often assumed that some notion of morphokdgichness plays a central role in the theoryrofgrop:

In languages with sufficiently rich verbakfeature (person, number, gender) agreement margiol
pronominal arguments can (and, in some contextst)mmamain without phonological realization; in
languages without such a rich verbal agreement hadogy, pronominal arguments must be overtly redliz
Following Chomsky (1982), Rizzi (1986), and Grewerid1989), among many others, | assume that pro-
drop is not a post-syntactic phenomenon (cf. Pdtény1971), Adger (2003), Holmberg (2004)), but
involves an empty syntactic category pro. Suchraart pronoun pro is merged in the canonicaltjosi

for subjects (in Spec of vP or within the VP, degiag on its status as an external or internal asntjnand
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undergoes Agree with T in the languages under deraiion here (which rely on a nominative/accusativ
system of argument encoding), thereby ensuring matine case and subject agreement; cf. Chomskp(199
2001).

Even though the hypothesis that morphological islsnis involved in the licensing of argumental pro
seems to be a natural one, and is widely accejppteds proven extremely difficult to pin down. lact, it
seems that the notion of morphological richnessvagit here is left somewhat vague in most of thevamt
literature; notable exceptions are the analysekabygli & Safir (1989: 29-30) and Rohrbacher (12895)).
Notwithstanding empirical differences between thie approaches (as well as others), it seemddair
conclude that all existing approaches do not gttfagwvardly exclude languages like German or Icdian
(which distinguish 1. and 2. person in paradignsgra-drop languages; but both languages lack émtfal)
subject argument pro. Furthermore, these approacheially presuppose a concept of inflectionabpagm
that corresponds to the traditional notion adopiedference grammars, but that is incompatiblé vétent
developments in theoretical morphology. Here, pgrad are often viewed as epiphenomena, i.e., qhiseri
generalizations that principles of grammar canetdrrto by definition (e.g., this holds for all thie work
carried out within Distributed Morphology; see Hadl Marantz (1993; 1994), Bobaljik (2002), amongwna
others); or they are viewed as abstract grammatiogdcts that bear little resemblance to the tiaukit
reference grammar notion (compare, e.g., the n@tdparadigm in Williams (1994), Wunderlich (1996)
and Wiese (1999)).

In view of this state of affairs, the main goaltbé present paper is to argue for a new concept of
morphological richness underlying the theory of-drop that is based on recent morphological rebeand
correctly derives the cross-linguistic distributiohsubject argument pro. The central claim thatht to
propose here is that morphological richness shbeldaptured not by looking at and counting diskiact
forms of traditional paradigms (which | assumedatiere epiphenomena), but rather by invoking atnaatis
property of morphological inventories — more speaify, by relying on the concept of impoverishment
developed in Distributed Morphology. For concretene would like to suggest that pro cannot benkes
by T if T is subject to an impoverishment operatiloat leads to a neutralization@features. However, to
make this approach work, a pre-syntactic versidnistributed Morphology is needed; and it turns thatt
there is independent support for this (Alexiadoi&ller (2005)).

On the empirical side, | will have a close looktet morphological systems of verb inflection arel th
syntactic distribution of pro-drop in Germanic (8®n, Icelandic) and Slavic (Russian, Czech) langsiag
The approach to morphological richness in terms-ffature impoverishment will be shown to make the
right predictions for these (and other) languages.
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Constraint rank border crossing
Roland Noske (University of Lille 3)

It has often been observed that important systematisodic differences exist between Netherlanditcb
and Belgian Dutch. However, there are no detaitsitdptions of these differences, which is in stanktrast
with the many descriptions of segmental differermetsveen the two variants of the language. This lbeay
due to the fact that the prosodic differences ameegnlly felt as being difficult to describe (Wilkgns
2003:330). Sometimes, however, prosodic differehee® segmental reflexes, which then allows foir the
description. In addition, up till now, relativeligtle attention has been paid to differences inmathoagical
processes between the North and the South.

This paper is based on two observations by theoauilz. (i) that in Belgian Dutch, there is no tjb
stop is not insertion if a consonant final morphésrembined with a vowel initial one (while thisthe case
in Northern Dutch and syllable initial glottal stmysertion before vowels does exist in Belgian Busnd (i)
that in Belgian Dutch, vowel deletion in pronouakes place much more easily than in Netherlandictbu

The first phenomenon will be analysed as a redut difference in syllabification, and hence of a
difference in prosodic organisation. This differenn its turn can be analysed as a difference niking
between two specific constrains. Then, it will bewn that exactly this same difference in constrainking
is responsible for the observed contrast in vowedtibn in pronouns between the North and the South

Once this has been established, the questiorsisdraibout the origins of the difference in constrai
ranking. A number of arguments will be advanced shaw that the specific constraint ranking in Batg
Dutch has been adopted from Romance. This williomrthat borrowing from one language to anotheois
limited to words and sounds, but that it can aldered to deeply rooted settings in phonologicaharsation.

Celtic pastimes as a form of expressing the national identity of the Irish
Katarzyna Olejniczak-Gotembowska (Adam Mickiewicz University, Poznan)

The last two decades have witnessed a heated siiso@nong archaeologists, historians and anthogpsts
concerning Celtic past and identity. This acadeshgicate on the meaning of Celticness was starte@l96
by the paper ‘Ancient Celts and Modern Ethnicitywhich the authors — J.V.S. Megaw & M.R. Megaw —
criticise the so called Celt-scepticism of someotats (Chapman, Hill, and Merriman). Different viean
this matter could be read in the British magaZinéiquityand also on the Internet. Although there are still
scholars who believe that the peoples who inhaltite@ritish Isles in the Iron Age were Ancient§giost
of the archaeologists find this theory rather obtoIThey put emphasis on the fact that the expre€eltic
identitystarted to be used in the beginning of th& déhtury, as a response to the foundation of Briisite
with England in its centre. This is when peopldrefand, Scotland and Wales, in the oppositionhi® t
omnipresent Anglicisation, created a new, commentitly. The aim of this paper is not to discusstivee
one can use the expression ‘Ancient Celts’ witharddo British Isles, but rather to concentratgenple
who have been calling themselves Celts in theckasturies. Since it would need more time to colléhiee
nations the main focus will be put on the Irish.

Undoubtedly a crucial period in fostering of Irislentity was the Gaelic Revival of the"l@ntury.
Irish language, which had died out by that time fontremote rural areas was regaining its position
Emerald Island. Young poets and writers, whetheating in Irish or English, were showing their netgt in
Gaelic tradition and folklore. Moreover, in the yd®884 the Gaelic Athletic Association was foundted
order to preserve and promote native Irish gamgsaiticular hurling, Gaelic football and womeresrogie.
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The paper introduces the main characteristicsasglCeltic sports as well as of some other gantespants
typical or even unique for Ireland, such as roadlbamr Irish handball. It also brings up the problef
soccer and the negative attitude of Gaelic Athlasociation to this game as being too English.

For the topic of Celtic pastimes would not haverbedly covered have we not mentioned Celtic
dance and music, part of the paper will be devtaetthis issue. A short history of development oftiCe
dances and music will be delivered as well as tlim$ of English suppression of this element otlris
culture. The author will try to show that dance amasic constitute a crucial feature of Irish idgnti

The paper explores the topic of Celtic pastimeslasididentity not only in Emerald Island but also
among Irish Diaspora around the world. It also pnes examples of Anglo-Irish literary works whehe t
subjects of Celtic pastimes and Irish national fifgare mentioned.

The interaction of morphology and phonology - A functional approach
Paula Orzechowska (Adam Mickiewicz University, Poznan)

At the onset of linguistic studies, the architeetaf language was conceived in terms of autonormodiself-
governing grammatical components describing, anotingrs, languages’ sound patterns, word struchge a
the organization of words in sentences. Therefhomplogy, morphology and syntax were studied ségigra
as independent linguistic disciplines. With timewever, interest was invested in the investigatbn
relationships existing among the given grammar amepts. Linguists engaged in the discussion on the
possible interaction between the specific gramn@dutes and the degree to which they influence eth.
Such interaction was found between morphology dmhplogy, which resulted in the emergence of a new
linguistic discipline, namely, morphonology. Detail accounts on morphonology were proposed by
advocates of Natural Phonology (Dressler 1984, 19889) and Lexical Phonology (Mohanan, 1982, 1983,
1985; Kiparsky, 1982, 1985; Booij — Rubach, 198wever, it seems that only an approach combitiiag t
assumptions of the two models would accuratelyrilgsthe relations between morphology and phonology
The objective of the paper is twofold. First, itagprovide a comparison between the naturalistexidalist
model of morphonology. This comparison will congtit the basis for the derivation of a novel theafry
morphology, and, what follows, a new approach torphonology. The model draws the functional
framework from the lexicalist theories of Lexicalrfetional Grammar (Bresnan, 1982) and Head-Driven
Phrase Structure Grammar (Sag — Pollard, 1987pr8e@n endeavor will be made to investigate the
‘workings’ of a new area of linguistic study of nptionotactics (Dziubalska-Kotaczyk — Dressler —
Sledzinski, 2005) from the presented functional perspectiv
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Present-day nonstandard features in Colonial New England
Adrian Pablé (University of Berne), Radoslaw Dylewski (Adam Mickiewicz University, Poznan)

Many of the vernacular grammatical features deedrifor Southern American English (e.g. Wolfram &
Schilling-Estes 1998; Wright 2004) were equallygermt in the traditional New England dialect, asdpires
from the records of theinguistic Atlas of New EnglanKurath 1939-1943) on the one hand, and from
fictional dialect portrayals on the other. In oaper we would like to trace the history of thes&tdees in
colonial New England speech, that is at a time wheast of them were not subject to social evaluayien
Our data come from the corpus consisting of theseisteenth century sources containing a considerabl
number of court records with a speech-reflectinglitu(i.e. trial protocols, witness accounts, etthese
sources are th8uffolk Recordsthe Witchcraft Annalsand, finally, theSalem Witchcraft Trial$1692).
Among the features of interest are ‘indicativeitérbe non-standargvas/were non-standardon't, plural
verbal-s the demonstrativihemused adjectively, unmarked plurals, subject redatiarker deletion, etc. As
our list of features makes clear, very few of thengmatical vernacular features imported from thi¢issr
Isles are confined to a specific regional varietyAmerican English, despite dialectologists’ attésnat
suggesting the contrary.
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Locked in the language: Loanwords and national stereotypes
Mirostawa Podhajecka (University of Opole)

Loanwords constitute a specific interface betwesmgliage, culture and society. By denoting some
characteristic realia, such words become ‘icongocgign cultures which influence the perceptiorthafse
cultures and, consequently, societies (cf. Hop&8196). One could argue that the importation ofteards,

as other modes of contact, fosters greater unaelisigof all things foreign. However, this is notabvious

as it seems, because borrowings are often subkedi with feelings of sympathy or antipathy for eath
cultures and may thus reinforce biases, prejudicésnational stereotypes (cf. Stubbs 1998: 19).

In the present paper | look at the implicit relaship between loanwords and stereotypes. More
precisely, | want to analyse what images Frenchjm@e, Italian and Russian words taken to (British)
English in the 20 century conjure up, and how they affect the caieyy of the respective cultures in
positive or negative terms. The loans retrievednfrayto's 20" Century Wordswere studied both
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diachronically and synchronically, and were theaaked against the British National Corpus to find o
which lexical items, and in what contexts, retaisadency in contemporary English.

As has turned out, the words taken from the fougueges belong to different thematic categories and
evoke fairly different associations, which to soextent helps to maintain the cultural myths. Amdmg
French borrowings one finds words likkgant-gardecloche hatyoyeur, negligeer boutique byreferring to
art and fashion, they signify originality, luxuryc sophisticated taste. Italian loanwords are edldb
cooking pesto, pizza, scampi, cappuccino, espieasa politics Duce, fascism, totalitarignGerman words
are mainly scientific term®[ectrocardiogram, gene, quantum, testosteroneksfyand words related to the
Second World WarRlitzkrieg, Natzi, Fhrer, Gestapo, panzgthe latter, in particular, arousing pejorative
connotations. Russian loans denote almost exclyspaitical and social conceptpdggrom, Bolshevik,
Comintern, commissar, perestroika, glasnost, splisatidate, smersh, nyetDespite the fact that Ayto’s
selection of entries must be seen as subjectieestiidy offers interesting findings about the baing
process in the historical context. Examples wilpbesented and discussed in detail.

Summing up, loanwords reflecting the social ancemaltreality seem to be applied for assessments of
foreign cultures and societies, even though “theaidf a distinctive national character can hardyab
realistic proposition” (Stamirowska et al. 1998;).18onetheless, the nature of stereotyping as aahen
process is inherently complex, because it is niyt@ated to native speakers’ linguistic competefience,
the knowledge of borrowings), but also to theirisgasychological traits and, perhaps less freqyerehl-
life experiences. Though lexicographic analyses@gugh stereotypes from one-sided angle only, they m
still contribute to a fully comprehensive desciptiof this multidimensional phenomenon.

References

Ayto, John.Twentieth Century Word©xford: Oxford University Press, 1999.

Dunne, Daniel. “The Cultural Stereotype and thee®th2004. http://www.danieldunne.com/ster.html

Hope, T. E. “Loan-Words as Cultural and Lexical $gis.” Archivum Linguisticuni5.1 (1963): 29—42.

Pinnavaia, Lauralhe Italian Borrowings in the “Oxford English Diothiary”. Rome: Bulzoni, 2001.

Pope, Abbey. Fromowboygo je ne sais quoiA study of French and English loanwords througitades
and historical contexthttp://abbissima.free.fr/final%20draft.doc

Serjeantson, Mary & History of Foreign Words in Englishondon: Routledge/Kegan Paul, 1961 (1935).

Stamirowska, Krystyna, Branny Andrzej and Anna Vralc(eds.)mages of English Identity 1800-1960
Krakéw: Universitas, 1998.

Stubbs, Michael. "German loanwords and culturakstiypes.” English Today, 14.1 (1998): 19-26.

http://mwww.uni-trier.de/uni/fb2/anglistik/Projekstlibbs/german.htm

Wade, Terence. “Russian words in Englidhiriguist36.4 (1997): 102—4.

Wierzbicka, AnnaSemantics, Culture and Cognitiodew York—Oxford: Oxford University Press, 1992.

Classification of Dysarthria in Polish TBI patients
Monika Potczynska-Fiszer (Adam Mickiewicz University),
Anna Pufal (Collegium Medicum UMK, Bydgoszcz)

Traumatic brain injury (TBI) and prolonged comaulésn various neurological dysfunctions, including
speech dysarthria. Dysarthria is a speech impairmith is caused by a disruption of motor speech
execution, subserved by the basal ganglia and ektmebontrol circuits (cf. Ackermann et al. 19%fiencer
and Rogers 2005). It occurs in degenerative diseasmlving the cerebellum, Parkinson’s disease,
cerebrovascular accidents and close head injugss,commonly- in encephalitis and brain tumors (cf
Ziegler 2002). It affects breathing, sound prodaogdiothe larynx area, resonance, articulation, gadgsand
rhythm. The disorder is universal but it can alsolénguage specific. There are very few publication
devoted to the phenomenon in Polish. The dual ditheopresent study is to analyse the charactesisti
dysarthric speech of Polish TBI patients, as weliceestablish a simple questionnaire that coulgsiee by
speech therapists to estimate type and degreesafttlyia in Polish. The existing clinical testsdiseassess
the degree of dysarthria are long, which lead$héopatient’s fatigue that may considerably distiol
results. 15 post-coma subjects with severe closel ligury (mean age: 30 years) participated in the
experiment. According to the level of intelligiltylj there were 5 individuals with light dysarthriawith
moderate, and 5 with severe dysarthria. Both staralad non-standard tests were used to recordtiens’
utterances. 5 aspects of speech were investigatedayprogramme used for speech analysis, Praigt; r
intonation, rhythm, intensity and articulation dignemes. On the basis of the findings which redkeale

54



PLM 2006 Book of Abstracts

significant sound quality variations among the saty, the authors propose the following classificaof
dysarthria in Polish:

1. Light: slow, intelligible speech with inaccurate artatidn of fricative sounds, changes in intonation,
rate and rhythm, often intensified by fatigue;
2. Moderate:mumble that is difficult to comprehend, the prociation of some vowels and the majority

of consonants being heavily impaired, especialdy tf the trill /r/ which appears the lastest ia th
ontogenesis;
3. Advancedsingle vowels with distorted articulation, usualgound close to Polish /a/.

The results of the research support the hypothhsisan individual who has lost the ability to dpea
undergoes at least the major phases of first lagggaaquisition ontogenesis.
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Null Stress in Polish and German, syntax based assignment?
Martin Prinzhorn (University of Vienna),
Joanna Smiecinska (Adam Mickiewicz University, Poznan)

The degree of integrity between the prosodic paéutterances and their syntactic structure less lthe
subject matter of much debate within the generdiild; Chomsky' and Halle's (1968) Nuclear Stieate
implicitly calls for syntax-independent stress gesient rules, Jackendoff (1972) proposes a setroplex
linking rules between the prosodic and syntactitepas of sentences. On the other hand, the disonogps
viewed as only partial in Selkirk (1984) or Zubigtia (1994) and most interestingly, as non exigtgnt
Cinque (1993), who in principle, calls for a togalomorphic treatment of syntax and prosody clagihat
the syntactic structure of a sentence alone iscgerft in specifying it's prosodic shape giveniigl Theory
of Stress.

Our presentation attempts to take a stance imhtter, based on the data from German and Polish.

First, we investigate German and Polish indicateatences with (di-) transitive verbs where Cirgjue'
system can be successfully applied and wherepierive of the overt word order, the correct plagehof
the main stress is predicted, the context beingahtne "neutral focus” in the sprit of Zubizaad1994),
with the whole sentence qualifying as the focus:

(1) What happened? (What's that nose?)
A boy has broken a window.

(@ EIn Junge brach einFenster
a boy broke a window

(b) Ein Junge hat ein Fenster gebrochen.
a boy has a window  broken

(c) Chilopiec zbit  szyhe.
boy broke window

(d)  Chlopiec szybe zbit.
Next, we discuss parallel (“neutral focus”) inttag constructions in both languages as well drniglish.

Cinque's system implies a discrepancy between usatige and unergative intransitive verbs; whetieas
placement of nuclear stress within the subjectgghia unaccusative constructions is expected ¢halify
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as “most deeply embedded elements” (Cinque (1982)use of their deep structure object status) ibev
problematic for unergatives, which are not mentibhbg the author.

(2)  What's happening? (What's that noise?)
(@) Ababyis crying

(b)  Dzieckoptacze.

(c) EinKind weint.

Finally, an analysis of the placement of nucleasstin wide focus interrogatives (direct yes-nesgions) is
carried out. Here, we also include Russian datawdffer an interesting contrast in comparisokmglish,
German and Polish. An example is provided below:

(3)
(@) Do you likeice-crean?
(b) Magst du Eis?

like you ice-cream
(¢) Lubisz lody?
like2p.sing. ice-cream
(d) JIoume  mopoxenoe?
like 2p.sing. ice-cream

In all the above examples the whole VP is in famusn “out of the blue” wide scope reading. If thegre
to be changed into narrow scope readings it isHerverb and not the object in the Russian exanaple
become the focus, contrary to English, German aidt? The nuclear stress placement in (d) is teug
problematic for Cinque’s Null Theory of Stress.

We propose a modification, but not a rejectiorhef $yntax based nuclear stress assignment system,
where the syntactic rationale behind a given stpastgrn is present, it will not, however be redlttethe
notion of “depth of embedding”.
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On the placement of adnominal adjectives with complements:

Evidence from Old English
Agnieszka Pysz (Adam Mickiewicz University, Poznan)

It has been repeatedly observed in the literahaglanguages with canonically prenominal adjesteshibit
some variation as to whether or not they allow etiljes with complements to surface before the n@um.
the one hand, there is a group of languages (elghPGerman) in which adjectives with complemearts
not excluded from the prenominal domain. On theoltand, there are languages which apparenthyjalisal
adjectives with complements to be placed beforatha. The latter restriction is commonly illusédton
the basis of Present Day English (PDE), as in ungratical examples (1a) and (1b):

(1a) *a proud of his son man
(1b) *a different from this one problem

For such constructions to be well-formed, it isess@ary either to place both the adjective anaditgptement
after the noun, as in (2a), or to separate the ctdie from the complement,
as in (2h):

(2a) a man proud of his son
(2b) a different problem from this one
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The current paper seeks to determine whether gteatéons illustrated in (1-2) can also be obsdrivethe
earlier stages of English, specifically in Old Eall(OE). Given that the scholarship offers rathmarecise
statements regarding this issue (e.g. Fischer Z0@ligott 1972), their verification is needed. fiis £nd, the
paper investigates the empirical data retrievethftiee York — Toronto — Helsinki Parsed Corpus o Ol
English Prose (Taylor — Warner — Pintzuk — Beti330The underlying aim of the scrutiny is to confrthe
OE data with the theoretical approaches towardsttiietural location of adnominal adjectives whigtve
been proposed in the generative literature. Foerip approaches are taken into consideration ehathe
adjunct analysis (e.g. Siloni 1997, Svenonius 1988 head analysis (e.g. Abney 1987), the specifie
analysis (e.g. Cinque 1994, 1995) and the redwatire clause analysis (e.g. Kayne 1994). Althaughe

of these approaches is entirely unproblematiclithei seen how successful they are in handlingeteant
facts concerning OE. Of special interest for theent paper is the question how the four analyskege to
the surface placement of adnominal adjectives wdttmplements, i.e. whether such adjectives are glace
before or after the noun. It is hoped that the udison will make a step towards working out tharoak
analysis of adnominal adjectives in OE.
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On root-based concept of an electronic lexicon for Polish
Joanna Rabiega-Wisniewska (Warsaw University)

One of the problems in Text Technology researtioig to create a lexicon that can be easily adaptady
application. At present, there are several metlobdarrying out inflectional automatic analysis dexical
entry description for Polish. On the basis of smethods, several programs have been compiled @¢and
Kups¢ 2001). It has turned out that traditional appra@amorphological analysis according to which word-
forms are segmented into two parts, the stem andnitling, has to be abandoned (Rabiegaiivska and
Rudolf 2003). This particular lexicon design resiftthat any morphological analysis delivers @llgmma
for a given word-form and an appropriate grammatbtaracteristics assigned to it. The questionhatw
information should be provided for each entry torédase a number of purposes of the lexicon.

The paper aims to present root-based concept ofleatronic lexicon for Polish. It will be
demonstrated that a lexicon entry can be deschip@deans of the principles of morphological constan.
The root-based lexicon has been already explaitétki formal model of Polish nominal derivation iReya-
Wisniewska 2005), since it gives access to all stefmasgiven lemma and all endings separately. Ithmn
adapted also for an automatic inflectional analgsid/or synthesis.

To prepare a lexicon of roots we have used the gatioal dictionary of AMOR analyser (Rabiega-
Wisniewska and Rudolf 2003). As a result, we haveinbthentries that contain the whole inflectional
characteristics and details about internal altémnat The twolevel morphology model by Koskenniemi
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(1983) served as a theoretical background forttidysThe conversion of the AMOR data into thederi of
roots will be presented in following steps: a. ssis of all word-forms of a given lemma, b. segation of
the word-forms into two parts, the stem and therend. collection of all stems of a given lemmaintiernal
alternations description, and e. the final rootichoEach lexicon entry shall be represented perficial
lemma, a root and two sets. The first set contaixtsial representations of all internal alternadiwithin the
lemma and grammatical codes of their distributicme latter component comprises a full package dihgss.
An example below shows an en8ySsEtGOPHER:

suset, sUSEL
{S:s(N,G,D,AB,n,g,d,a,b,l,v),$(L,V);E:e(N),(G,D,AB,LV,n,g,d,a,b,lv);L:AN,G,D,AB,n,g,d,ab,lv),I(LV)}
k(,a,owi,a,em,e,e,owie,dw,om,dw,ami,ach,owie)

The root-based lexicon may be a part of an autemafliectional as well as a derivational deviceeTh
morphological entry description proposed in thisgentation seems to show a new perspective inamext
linguistic resources for Polish.
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Vowel quantity before dentals: On the interaction between morphology

and phonology in English monosyllables
Nikolaus Ritt (University of Vienna)

During the Early Modern period, vowels in Englishmasyllabic words were sporadically shortened irdso
such adlood book bread cloth, cook death done grit, lead look, shred soot took wetetc.. As has long
been observed (see, for example, Hackmann 1908k1814/21, Brunner 1960, Dobson 1968 or Goérlach
1978), such shortenings seem to have occurredrridgently before dentals such as /d/@ir In Ritt
(1997) it is argued that dentals may have favowsech shortenings not so much by virtue of their
phonological dentalness, but rather because mélegtional suffixes were realised as dentals. Thégle
EmodE /CVVL/ sequences (in which ;Btands for dentals that express inflectional suffiarphs)
morphologically ambiguous, in that they could staittier for {CVV}+{D } or for {CVVD ;}. Following
Dressler (e.g. 1985), this would have made theniat@ally dispreferred, as they would have violated
preference for bi-unique signs. Obviously, the samald not have been true of /CYBequences. They
must have been unambiguously monomorphemic, becadsrical {CV} morpheme would have been
phonotactically ill-formed already in Early ModeEmglish. This circumstance would have made /@VD
sequences semiotically preferable over /IC\VA\E2quences as representations of mono-morphennat wo
forms. Accordingly, Ritt (1997) hypothesises thattthis preference may explain the relative freqyeof
EModE vowel shortenings before word final dentalsnonosyllabic lexemes.

Fortunately, the hypothesis is falsifiable and émfaedictions that can be tested. First, it implihat
CVVD; lexemes should generally be significantly lesgdient than CVBexemes in synchronic samples of
the Modern English lexicon. This is because theisirmpreference which Ritt assumes ought to héve i
assumed impact not only in the specific EModE vostrtenings he deals with, but, more generallyglbn
processes that affect the inventory, and/or thpeshaf lexical monosyllables. Secondly, Ritt's hysis
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implies that CV(V)D monosyllables should behave differently from oi@®i(V)D monosyllables, i.e. from
monosyllabic items with final dentals that canreginresent inflectional suffixes.

The present paper intends to test these predictigasist the evidence of Early Modern English
corpora and PDE dictionaries, and to discuss wieatdsults of this test imply for Ritt's (1997) logpesis.
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Time in Language and Music: The rhythm of speech, verse

and vocal music in English and Spanish.
Rosalia Rodriguez-Vazquez (University of Edinburgh)

Talking about timing implies referring to rhythme&ral branches of linguistic theory have dealhlie
role of rhythm in speech and language, highlighttrgy similarities between music and speech (Liberma
1979). Metrical phonology has used formal toolsadeped for rhythm in music (Lerdahl & Jackendoff,
1983). From a literary perspective, there have lstedies on poetic rhythm (Attridge, 1982) and lom t
technical analysis of text-tune relations (Curett892).

The general theoretical frame of my paper has tevidlo the study, from an interdisciplinary and
cross-linguistic point of view, of the typologicdichotomy between ‘stress-timed’ and ‘syllable-tdhe
languages, inasmuch as this distinction is valiallat

A theoretical and empirical analysis is developeddtermine whether the linguistic prosody — more
specifically, the nature of stress and its relgthdnomena — of a specific language determineogti@
prosody and its setting into music. The first igen overview of language typologies in relatiotiming,
where English is used as a model of a stress-tiamgliage, and Spanish as a model of a syllabledtime
language. In the second part, the paper showsadys@sof folk songs in terms of verse prosody iangical
metre. Last, the paper explores the corresponddetesen the verse forms and the musical formsdega
metre and rhythm, and it concludes by establistiiegdifferences in the setting to music of ‘strésged’
verse and ‘syllable-timed’ verse.

The results have to do with a correspondence bettiegiming typologies of language and rhythmic
typologies of music, something which proves thaguiistic rhythm is not an autonomous field, buheata
level of a broader cognitive capacity. Being se,ftiture of Suprasegmental Phonology might welhlian
open dialogue with other disciplines, which candslight on the still mysterious topic of timing.
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Typology of Derivational Reduplication in African Languages
Fedor Rozhanskiy (Russian Academy of Sciences)

(Supported by RGNF, grant N 05-04-04051a)

Derivation is one of the main functions of redugtion. An original word and a derived reduplicatemtd
can belong either to one morphological class (fangple, a verb can be derived from another vemrip o
different classes (for example, a verb can be ddrifrom a noun). This paper views derivational
reduplication from a typological perspective. Oum & to point out basic types of correlation betwé¢he
morphological class of a reduplicated derivative afthe original word. The research is based immaber

of African languages of different families. Eachtod analyzed languages uses several derivatinatdges,
but usually only few of them are represented bgrgd set of examples.

One of the main results of the research is thatiseovered two basic strategies in using redujdinat
as a derivational means. According to the firsitetyy, reduplicated lexemes of different morphaabi
classes are derived from words of one morphologieals (for example, reduplicated nouns and vars a
derived from verbs). Languages that apply thigeggacould be called “source oriented”. For examidlsi
(Atlantic), Fula (Atlantic), and Kabiye (Gur) belgrio this type. According to the second stratebg, t
original nonreduplicated lexemes belong to differearphological classes, while the reduplicatedvdéves
belong mainly to one class (for example, redupdidaterbs are derived from verbs and nouns). Lareguag
that apply this strategy could be called “targeémted”. These are, for example, Bambara (Mandd) an
Songhay (Nilo-saharan). Naturally, a language epnasent one of the two basic types to a diffedegtee.
Among the analyzed material a rather pure “soumdented” type occurs more often than the “target
oriented” type. This is a rather interesting pheanon. Indeed, when a non-reduplicative derivational
mechanism is applied (i.e. when a derivationakaffiused), the affix rather determines the morpbichl
class of the derivative, not of the original woFtius, in our terminology affixation commonly belartg the
“target oriented” strategy of derivation, whicHess typical for reduplication.

When a language represents one of the described tgpa high degree, it is possible to define the
morphological class that comprises the majoritsediuplicated words (for the “target oriented” laageas),
or the original words, from which the reduplicateards are derived (for the “source oriented” larggrs. In
most cases this morphological class is verbs. Titigr a language has a set of reduplicated derhiged
from words of different morphological classes, tanas reduplicated nouns, verbs, etc. derived fiom
reduplicated verbs.

The presentation will also deal with other regtiesi in the use of reduplication as a derivational
mechanism.

Folk sayings in Southern Hemisphere Englishes
Agata Rozumko (University of Biatystok)

This paper examines folk sayings used in Australw Zealand and South African English. It invgates
the way in which metaphors and similes used in fatiguage make reference to the historical andigali
events, as well as geography and climate of these tountries. It also tries to examine the extenthich
non-English elements, such as expressions fromidibat languages in Australia, Maori in New Zealand
Bantu languages and Afrikaans in South Africa, aB &s the different varieties of English (Iristto®tish)
brought by settlers contributed to the varietyak language used in Southern Hemisphere Englishes.
The paper examines the way in which folk sayingkenae of names of indigenous fauna and flora,

features of landscape, weather conditions, namesalfinstitutions and products. Indigenous laggsaand
Afrikaans in South Africa) were sources of numemasies of animals and plants found in English, el w
as topographical names and words connected witliehéher, and such expressions are frequently gagblo
in folk sayings. Both the use of individual borrogys from indigenous languages in sayings useduthBm
Hemisphere Englishes, and English translationsabtiginal sayings are investigated here. Thelardlso
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looks at how stereotypes connected with the inhatstof each of the three and other countriesedliected
in their folk sayings.

The primary aim of this paper is to establish tegrée to which sayings used in Australian, New
Zealand and South African English are universalnty specific or Southern Hemisphere specific. fhinee
colonial varieties show significant similarities tiheir development and their present form, so énse
legitimate to suppose that some resemblances olevbe of folk sayings can be found too, though the
external factors that shaped the three Englisteesfarourse different in numerous instances. Bectalk
sayings are closely connected with humour, as t#t@mymonly include humorous associations and
comparisons (e.g. comparisons of human behavioappearance to that of animals), they also reftect
universality and/or specificity of the sense of lmumcharacteristic of these three countries.

Needless to say, the analysis offered here islwéef, and it does not attempt to be a comprehensiv
study of sayings used in the Southern Hemisphegdidhies. Moreover, Southern Hemisphere Englishes
comprise also Falkland Islands English (Trudgid2)) which is omitted in this study because ofstarcity
of the material on sayings used in this varietywieleer, the scope of the present study seems surffitd
point out some tendencies and allow some genetialimaabout folk sayings used in Australian, New
Zealand and South African English.

The paper draws material from a number of intecnééctions of Australian, New Zealand, and South
African sayings, from dictionaries, as well as gt devoted to lexis found in scholarly publicagan
these three varieties of English (e.g. Burchfigd.] 1994, Gérlach 1998, Trudgill and Hannah 2008 (
edition), Gordon et al. 2004).

Feature Geometry in Optimality Theory
Jerzy Rubach (University of Iowa/University of Warsaw)

This paper looks at two current models of featwangetry, the Halle-Sagey model modified by Hal&0&)
and the Clements-Hume model, from the perspecfigalatalization and related processes in Slavie T
Halle-Sagey model predicts that palatalization &hbe analyzed by assuming derivational levelsatitis

at odds with the tenet of strict parallelism in @@ylity Theory. In contrast, the Clements-Hume nlode
appears to be able to achieve the same goal witboatirse to derivational stages because it ishasthe
assumption that, in the ways relevant for paladditim, vowels and consonants are characterizeldbgame
features. However, analysis of palatalization agldted processes shows that this assumption isr@ato
The consequence is that derivational stages céenatoided and that the tenet of strict parallefisnst be
rejected.

The multi-dimensional feature-based dynamic model
of the semantics of BNs
Ewa Rudnicka (Wroctaw University), Maciej Piasecki (Wroctaw University of Technology)

Our objective in this paper is to build a multi-dinsional, feature-based dynamic model of the secsawit

bare nominals (henceforth, BNs), which would hawssibly widest cross-linguistic applicability. BjNB we

will mean singular and plural arguments, which ad imvolve any overt exponents of definiteness and

quantification, and, hence, are open for the righety of interpretations. The accounts of the s#ina

structure of BNs that have appeared so far asthibstatus of the basic meaning to some sortlodiekind

or indefinite reading, and argue that other reaslare derived (from this basic one) by means ohamrg@sms

of interaction of this basic meaning with contextfetors (cf. the kind approach of Carlson 19h& t

indefinite approach of Diesing 1992, the Neo-Caniap kinds approach of Chierchia 1998 and DayaB200
We believe that the semantics of BNs (and otherimalisias well) can be best accounted for with the

help of a multi-dimensional model, which shoulddiwe reference, quantification and definiteness, as

interacting, but still independent of each othenetisions. Every dimension will be defined by meaires

cluster of characteristic features, which take hjinaalues. Such an approach allows to give precise

descriptions of various BNs readings in terms &&dent configurations of values of features froistidct

dimensions. Thus, reference will distinguish betw&id and object-referring BNs; quantification llwi

specify the scopal properties of BNs as well aperties related to varieties of quantification (elgnulative

or collective); whereas definiteness will determthe status of a BN with respect to the context of
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interpretation (e.g. uniqueness, familiarity anddficity features). Let us illustrate the workiofgpur model
with the examples of English and Polish bare ptusald Polish bare singulars:

(1) Sasankigprawem chronione.

‘Pasque-flowers are protected by law.’
(2a) Wydaje mi s, ze po strychu ki sie kot.

‘It seems to me that a cat is hanging arounderattic’
(2b) Wydaje mi si, ze kot keci sie po strychu.

‘It seems to me that the cat is hanging arourttiérattic.’
(3) Czterech chtopcow pocatowatake.

‘Four boys kissed a frog.’

In (1) the bare plural sasanki — ‘pasque-flowergears in the subject position of the kind-favogrin
predicate b§y prawem chronionym — ‘be protected by law.” The g§#s the following reading: +kind,
+universal, +collective. In (2a) the BS kot — ‘catinterpreted as +object-referring, -definitepesfic. Note
that in (2a) the BS appears in the focus positfahis shifted to topic position as in (2b), itts a different
reading, namely, +object-referring, +definite. 8) the BS appears in the object position and itsasic
specification runs as follows: +object-referrindefinite, —specific, +wide scope.

In contrast to the existing models of the semamti@Ns, our model does not rely on the precedence
of any particular reading over other possible negsliand, thus, avoids the danger of monostratabaphes,
which analyse all the possible readings as if theye located on one level. The multi-dimensional
perspective offered by our model allows to represarious BN interpretations as unique clustengatdies
of features from distinct, although interacting dimions.
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The line of division between procedural

and representational management of interface information
Tobias Scheer (University of Nice)

This talk examines the balance of the basic ingrgdithat are needed for an adequate theory otktra-
phonological information is processed in phonoldegpllowing the by now well established modular vigiw
cognitive and linguistic architecture, morpho-sydiad phonology “do not see” each other, nor evewk

of each other’s existence. Therefore, any intertadrommunication must be managed by some external
entity, which | call the Translator's Office (SPEsadjustment, Prosodic Phonology’s mapping rules,
Jackendoff's correspondence rules). In all modeéth@interface that recognise a Translator’s @ffithis
device does two things (even though the divisiomaaid often remains non-explicit): it decides onuick-
submission” (roughly speaking, the phonologicalleymore on that below) and the translation of rhorp
syntactic objects into phonological objects. Tharfer activity is purely procedural, while the outpéithe
latter is representational.

There is general agreement that the representhtiatiut may not be any kind of diacritic (although
theories do not always follow this request). Tha ba diacritics follows from modularity: each moeul
speaks its own language (of the brain), and henbeunderstands what it is told in its own idions A
consequence, phonology can neither make directerefe to morpho-syntactic categories, nor to non-
linguistic objects such as diacritics (#, brack#tis,prosodic hierarchy etc.). The output of tharBtator’s
office can thus only be truly phonological objeeta truly phonological object is one that existghe
phonology for purely domestic reasons and in atessehany issue related to the interface.

The empirical picture of phonological processes #ina sensitive to morpho-syntactic information
may be meaningfully divided into two major classe® of which has two sub-classes. The major dinis
between processes where the Translator’'s Officg datides which chunk of the string is submitted to
phonological interpretation, and those where it ifiesithe application of a rule (blocking or trigaey it).
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All stress-related phenomena are of the former,kéng. parent-hood has the same stress pattedrest p
(and not as parént-al) because the stem has beniti®d to phonology twice: first alone, then tdgatwith
the affix (this is the phonological cycle, supplerssl with the traditional principle of robustness@ding to
which a change made on an earlier cycle cannohtlene on a later cycle).

In case the application of a phonological rulenfluenced, the Translator’s Office can either have
blocking or a triggering influence. Lexical Phongyoand OTed versions thereof manage the former by
purely procedural means (interactionism or reragkiirconstraints), but recur to the representatiomation
of the Translator’s Office for the latter (so-cdlléerived environment effects): either bracketsl (aracket
erasure) are needed, or reference to the proswmdarthy is made (Stratal OT, DOT). Both are olg¢lcat
come into being as the representational outputefTranslator’s Office.

| argue that current interface theories fail beeatiey need to recur to diacritics for derived
environment effects: SPE-type boundaries, Lexidabridlogy (brackets), Kaye (1995, domain edges),
Prosodic Phonology (the prosodic hierarchy) and dversions of Lexical Phonology (Stratal OT, DOT
where brackets are replaced by units of the pragudrarchy). Some argument is necessary in oodgrdw
that the prosodic hierarcliya diacritic, if an autosegmental one: following thefinition above, it is not a
truly phonological object since it exists only imer to translate morpho-syntactic structure irtormlogy -
exactly the purpose of #, + and the like. Alsgs itrelevant for domestic phonology in absencaryfissue
related to the interface.

The division that | propose between procedural egtesentational management of interface
phenomena is different: while the purely procedtya¢ (illustrated by parent-hood above) remainsias
any modification of the application of a rule i tfesult of a representational activity: an obfext been
added to the lexical ingredients of the phonoldgsteng. Also unlike other theories, | argue thia¢
representational output of the Translator's Offage only objects which already exist in phonology i
absence of any issue related to the interface.

The resulting theory is called Direct Interface dugse it does not go through any placeholder when
morpho-syntactic information is translated into pblogy. Rather, the output of the Translator’s €ffis an
already existing category. Obviously, the naturdghig category depends on the particular phonoédgic
theory used. Therefore different theories makediffit predictions and may be evaluated accordititgio
behaviour at the interface. This is a desirableatfivhich other interface theories, precisely beedhey do
not engage truly phonological entities, do not offe

I then show how the particular phonological thetbgt | am working in, CVCV, implements the direct
request: for reasons that are made explicit, thpubwf the Translator’s Office can be four andydialur
different objects: Government of final empty Nug¢lEEN), ability for FEN to govern and to licensaldahe
insertion of an empty CV unit. This very restrietiset of possibilities is claimed to be able taaaot for all
phenomena that modify the application of a prodesslly, | illustrate the fact that on this acctumclear
line of division between procedural and repres@ntat interface effects emerges: the former conoein
stress, while everything that is traditionally edllsandhi falls under the scope of the latter.

Cruciality- A link between grammar

and the outside world in Natural Phonology
Geoff Schwartz (Adam Mickiewicz University, Poznan)

Evidence from psycholinguistics (see Lively, Pisamil Goldinger, 1994 for a review) is difficultreconcile
with many frameworks’ assumption that phonologgrisasutonomous grammatical module that is immune to
external influence. While Natural Phonology (NPp(i2gan and Stampe 1979) recognizes that grammar is
subject to grammar-external forces, providing aplieit account of the effects of such forces rersain
daunting challenge.

The Source-Filter model of NP (Schwartz 2006) repnés an attempt to overcome this challenge by
means of two basic strategies. First, it takestarnier-oriented approach in which phonologicalsumtist
have an auditory specification. Since ‘grammar+ewe forces influence the realization of an utter@from
the Listener’s point of view, auditory represertasi provide a concrete domain to formalize thefeetsfin
the grammar. Second, it maintains an explicit dggton between grammar (the traditional domain Bf N
‘rules’) and speech (the domain of universal NRogaisses). The ‘grammar’ in this model is a speaker-
specific interactive inventory of phonological un@overing all levels from feature to foot. Eaclit imthe
inventory is specified wittCruciality Ratingsfor the smaller units it is made of. TReuciality Ratings
specify which elements in a phonological unit amstiikely candidates for fortition or most susdelet to
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lenition. External forces set ti@ruciality Levelfor an utterance, triggering the application of piBcesses
(fortitions and lenitions) in speech to determictual realizations.
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Dynamic vowel quality - Typology and phonological implications

of ‘phonetic detail’
Geoff Schwartz (Adam Mickiewicz University, Poznan)

A number of phonetic studies have investigatedaleof dynamic information in the perception ofuels
(see Strange 1989 for a review). A common themaingnthrough these studies is that since articojato
targets are often not reached in speech, in voaitification listeners may use the dynamic formant
transitions at the onset and offset of a vowel.sEhfindings raise a number of interesting questfons
phonological and typological analysis that to mpwiedge have not been addressed. Do cross-linguisti
differences in vowel ‘purity’ (or lack thereof) te€t the extent to which speakers/listeners explgiamic
phenomena in vowel identification? What role mightsodic organization play in the dynamic or static
realization of vowels? Also, what benefits candmgped by treating the dynamic properties of sydlabiclei

as a phonological category?

This talk presents a set of pilot experiments itigating these questions. A production study
compares selected Polish vowels, which are relgtpugre in quality, with selected English vowelssing a
strong tendency for diphthongization. Preliminaggults indicate that Polish and English vowelsediff
significantly in several dynamic parameters, inalgdhe percentage of vowel duration marked byeztspl
steady state, and the time needed to reach tlaatysttate target. A perceptual study of Polish \Isigealso
under way employing the “Silent Center” paradigenkins and Strange 1999). If listener performantiea
SC condition does not differ significantly from fmmance in the Initial Pitch Period conditions, may
infer that dynamic spectral qualities play lesa oble in Polish vowel categorization than theyrdnglish.
Such a finding would signal a typological distinctiin vowel purity, and suggest the existence sdaar
phonological category. An informal study of sevexthler languages points to a possible correlativwden
stress vs. syllable timing and the dynamic propsmif vowels — languages classified as ‘stressefigeem
to have more dynamic vowel quality.

Finally, the classification of dynamic vs. pure \@wuality is applied to some familiar phonological
problems, including epenthesis or lack of epenghiesEnglish borrowings into Korean (Kang 2003)d an
Polish perception of English diphthongs (Bogacka3)0Cross-linguistic differences in the categditraof
dynamic vowel quality may provide an additionalltimy explaining problematic phenomena in loanword
adaptation.
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On the nature of the foot of relative clause
Radek Simik (Palacky University, Olomouc)

My paper is concerned with the structure of restécrelative clauses (RC) and is based on twoiggid
ideas: the theoretical one is that the structuehbbior of RCs can be captured by the combinatioaising
and matching analysis (as promoted by Sauerlan@)2€te other one is based on the observatiorttieat
morphological differences among the elements intcody RCs (e.g. in Englishih/that/zerd as well as the
differences in the phonetic realization of resurgpronouns (full vs. empty) have syntactic consegeas.
In my paper | propose a structure of the foot efRIC (the lowest copy of the head) that accoumntsdth the
morphological (assuming the framework of Distrilsliddorphology) and syntactic behavior.

The core proposal is made on the basis of fourstgb€zech data: (1) licensing of the foot in iglan
structures, (Il) the optionality of the head-footeference in case offeature clash of two relative clause
internal pronouns, (lll) the possibility of a comgan-class reading of the RC with a head modifigch
superlative adjectival, (IV) negative polarity it€MPI) licensing in the same kind of structuresi(asl).
The behavior of four types of Czech relative clalseexamined: (A) RC introduced by adjectival tigta
pronouns Ktery); (B) RC with phonetically empty accusative restirg pronouns; (C) RC with overt
resumptives; (D) RC introduced by pronominal rekdi {en?. The following chart summarizes the
behaviors:

A B C D

/1) - - + _
(/(IV) -+ _ _

The proposal is as follows. The functional heag&a@ig the foot-NP is D, as standardly assumed. The
resulting DP is selected by a head, which we cBILRBoth D and REL come in two variants. D is eithe
[+definite] or [-definite], REL is either [+EPP] §+EPP]. The outcome is four possible types oftiat of

RC (more precisely, its functional domain). | clainat all of them are attested in Czech, comintniee
distinct morphological variants:

Type Feature composition Morphological realizatio
@ A D [+definite]; REL [+EPP] ktery
by A D [-definite]; REL [+EPP] ktery
(c) B D [—definite]; REL [-EPP] empty accusatiesumptive
(d D D [+definite]; REL [-EPP] jenz

Overt resumptives (C) are treated as ordinancgitonouns, lacking the REL projection and thugiiog a
fifth type of the foot (e):

e) C D [+definite]; no REL overt resumptive ipersonal pronoun)

The syntactic behavior (I)—(IV) correlates with f®posed structure in the following way: licensaighe
foot in islands (I) and optional foot-reading (tQrrelates with the absence of REL head; the cosgar
class reading of the RC (lll) and NPI licensing)Bérrelates with the absence of [+definite] oWk also
explain the morphological properties of the fob& presence of a relative adjectival modifigry (A, A’) is
explained by the presence of [+EPP] on REL, whiéegtresence of personal-pronominal morphology (C, D
in the foot is derived from the presence of [+diéfiion D. My analysis seems to be valid crosstlistically,
which will be shown selectively, and presents aesh@iew of the distinction between phoneticallyl fahd
empty resumptives, treating them as syntacticaffgrént (contra Boeckx 2003).

References

Abney, SteverP. (1987).The English Noun Phrase in Its Sentential AspBttD Dissertation, MIT.

Cambridge, MA.

Alexiadou, Artemis, Paul Law, André Meinunger, &laris Wilder(2000). ‘Introduction.’ Alexiadou et al.
(eds).The Syntax of Relative Claus&és51 Amsterdam: John Benjamins Publishing Company.

Bianchi, Valentina (2000a). ‘The Raising AnalysisRelative Clauses: A Reply to Borsley.inguistic
Inquiry 31, 123-140. Cambridge, MA: The MIT Press.

65



PLM 2006 Book of Abstracts

Bhatt, Rajesh (2002). ‘The Raising Analysis of Re@Clauses: Evidence from Adjectival Modificatibn
Natural Language Semanti&®, 43—90. Kluwer Academic Publishers.

Boeckx, Cedric (2003)lslands and Chains: Resumption as StrandiRbiladelphia, PA, USA: John
Benjamins Publishing Company.

Borsley, Robert D. (1997). ‘Relative Clauses amdftheory of Phrase Structurkihguistic Inquiry28, 629—
647. Cambridge, MA: The MIT Press.

Chomsky, Noan(2000). ‘Minimalist Inquiries: The Framework.” R.avtin, D. Michaels, and J. Uriagereka
(eds.).Step by Ste89-155. Cambridge, MA: The MIT Press.

Farkas, Donka F. and Katalin E. K{€000). ‘On the Comparative and Absolute Readin§ugerlatives.’
Natural Language and Linguistic Theal$, 417-455. Kluwer Academic Publishers.

Halle, Morris and Alec Marantz (1993). ‘Distribut®tbrphology and the Pieces of Inflection.’ Hale atd
S. J. Keyser (edsYhe View from Buildin@0, 111-176. Cambridge, MA: The MIT Press.

Heycock, Caroline (2003). ‘On the interaction ofemtival modifiers and relative clauses.’ [Draft].

Hulsey, Sarah and Uli Sauerland (2004). ‘Sorting Relative Clauses.” Manuscript. [draft]

Kennedy, Christopher (1997projecting the AdjectivePhD dissertation, University of California, Santa
Cruz. New York: Garland Publishing, 1999.

Marantz, Alec (1997). ‘No Escape from Syntax: DAmyf Morphological Analysis in the Privacy of Your
Own Lexicon.’ Dimitriadis, A., L. Siegel, et. abds).University ofPennsylvania Working Papers in
Linguistics vol. 4.2, 201-225. Proceedings of the 21st AnRaadn Linguistics Colloquium, 1997.

McCloskey, James (2002). ‘Resumption, Successiwdiclty, and the Locality of Operations.’ Epstein,
Samuel David and T. Daniel Seely (ed3grivation and Explanation in the Minimalist Progna
184-226. Oxford: Blackwell Publishers.

Sauerland, Uli (2000). ‘Two structures of Englisktrictive relative clauses.’ Saito et al. (e®@shceedings
of the Nanzan GLOWB51-366. Nanzan University, Nagoya, Japan.

Schlonsky, Ur (1992). ‘Resumptive pronouns as ar&sort.’Linguistic Inquiry23, 443-468.

Toman, Jintich (1997). ‘A Discussion of Resumptives in Colla|iCzech.’ Boskow, Z. and Franks, S. ad.
(eds.)FASL 6, The Connecticut Meetiri@7—-211. Ann Arbor: Michigan Slavic Publicatioh998.

Veselovska, Ludmila (1995). Phrasal Movement afid/xrphology: Word Order Parallels in Czech and
English Nominal and Verbal Projections. PhD Disastioh. Manuscript.

IN, OF, and ABOUT: Some unfinished reflections from South Asia
Rajendra Singh (Université de Montréal)

Whereas some scholars speak of South Asian Erglisther scholars prefer to talk about Englisbanth
Asia. What to do with English in SA countries ig, dther words, a problem for both linguistics and
sociolinguistics.The extent to which Indians, P&iss, or Srilankans speak an endo-normative waokt
English, albeit with some intereference from Staiddgitish English, their English cannot be desedilwith
the pedagogically inspired but linguistically oxyrapic label or notion “non-native variety"—theseaieties
are just as (non-) native as Texan or YorkshireliEimgcf. Singh 1995); and the extent to which thes
varieties now have even popular cultures associwgtbdhem, the socio-culturally inspired treatmefthem
as ecologically alien (cf. Dasgupta 1993) cannqubtfied either. The former approach fails beedtis, as
gracefully acknowledged by scholars such as Trugid95), unable to come up with a list of propesthot
shared by any of the so-called ‘native’ varietiefs $ingh et al1995); the latter approach alss tadcause it
is unable to show that there are some criteridulbecological integration that these varieties fa meet.
Given that there are no psycho- or neuro- diffeesrietween the acquisition of monolingual and fimgtial
linguistic competence (cf. Paradis 1998),the fhat these varieties are used in multilingual castéxa
justification NOT for treating them as ‘non-nati@ either sense) but for raising some very funelatal
theoretical questions regarding notions such asvimapeaker” and “linguistic community” (cf. Sind898
and in press). This paper will attempt to do jhsttt
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Globalization, language and national identity: The case of Ireland
David Singleton (Trinity College Dublin)

Most dimensions of the current phenomenon of giahtibn (cf. Chase-Dunn 1989) directly or indirgctl
involve language and languages — to the extenstitat researchers are now speaking of a “new Btigui
world order” (see, e.g., Aronin & Singleton fortmsimg; Fishman 1998; Maurais 2003). In the Reputilic
Ireland language issues have traditionally bedwtrto the definition of Irish identity. AlthougmBlish is

the L1 of the vast majority of the population o fRepublic, its Constitution provides that theHisnguage,

as the national language, is the first officialgaage, and recognizes the English language ordysasond
official language. Since the foundation of theHr&tate strenuous efforts have been made to suipigbrin
Irish-speaking areas (tlizaeltach} and to revive it elsewhere through the educaymtem. However, these
efforts have not met with huge success. The stbtyish in the Gaeltacht is one of steady declaethe
Gaeltacht Minister, Mr Eamon O Cuiv, himself retgmidmitted (speech of January 31, 2004), and the
teaching of Irish as an L2 in schools is widelyamfpd as a failure - even by the lIrish language
commissioner, Mr Sean O CuirreaBunday Times — Irelandlarch 20, 2005).

The connection between the Irish language and ibteshitity has, therefore, already been under threat
for some time. A new challenge confronting thismection is posed by the migration into Ireland,emitie
impetus of globalization, of large numbers of sggalof languages such as Mandarin, Polish, Ruasidn
Lithuanian. There are, for example, very probabyremative speakers of Mandarin and Polish in hela
than native speakers of Irish. The fact that sigaift numbers of individuals living and workinglheland
and identifying it as their home have eatréeinto the Irish language or Gaelic culture is hawarprofound
effect on the conceptualization of Irishness aedpttrt played by the Irish language in that conadjz@ation.

This paper will begin with a brief general explavatof the impact of globalization on patterns of
language use. It will then consider the relatiopsifithe Irish language to notions of Irish idgntind the
fortunes of the Irish language. Finally it will ermne the effect on the traditional understandindrish
identity of the fact that a substantial minorityté Irish population is enthusiastic about Irelantihas no
experience of (and little interest in) the Irishdaage.
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Cognitive dimensions of stylistic novelty in Australian literary expression
Waldemar Skrzypczak (Nicolaus University, Torun)

In most general terms cognitive stylistics dealthwiow linguistic choices produce desired literaffects.
Cognitive Stylistics emerges from the ground thatshared by Cognitive Linguistics (semantics and
grammar), Text Linguistics, Discourse Analysis drtbrary Studies. Since Cognitive Semantics and
Cognitive Grammar offer a set of well-establish@ald which are bound to facilitate a clear-cut digsion

of the relationship between meaning and grammarcmtent and form) in both literary and non-litgra
modes of expression, they seem legitimate for plingiexplanation how universal cognitive mechanisars
account for the uniqueness of personal and culaxpdrience.

Australian experience bears the quality of utmastjueness, especially when viewed from an
externalist perspective. Users of English in Algtrhave been immersed in a highly unique natundl a
social environment for more than 200 years, whihlbd to the emergence of what now is known uthaer
label of the ‘Australian character’ (regardlestofv dynamic and elusive this stereotype may appéday in
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the age of multiculturalism and globalisation).th®e domain of language the uniqueness of Australian
experience is broadly reflected on such levelsasymciation, rhythm and intonation patterns, vataty,
morpho-syntactic encoding and sociolinguistic/prationmodes of interaction.

Uniqueness of experience of any kind, be it Augtrabr Martian, calls for the quality of novelty of
imaginative expression, literary expression beisgnost specific and refined form. The article atms
present a range of universal cognitive mechanibatsare suitable candidates for dealing with suskehy,
and thus providing access to the uniqueness ofibegprocesses and dimensions of imagery, whighire
specific linguistic choices on the level of vocaiwland morpho-syntax in order to produce desitechty
effects. Cognitive mechanisms which underpin therface between language and conceptualisation are:
focal adjustments and construal operations, cag@n by schema and prototype, frames, scriptsagios
along with metaphoric and metonymic cognitive medahd novel selective projections in blended ntenta
spaces. Even though the mechanisms in questiorab@giversal-human characteristics, the statubedf t
descriptive and explanatory applicability needbécacknowledged as fully legitimate for handlingoue
experiential and interactional contexts. This stdtaffairs is possible due to both — the embodied the
imaginative nature of human cognition.

The stereotypical images of Native Americans

in a variety of American texts from the 19th century
Pawet Stachura (Adam Mickiewicz University, Poznan)

The presentation focuses on the stereotypical imafjdative Americans in a variety of American ssfxom
the 19" century. Given the theoretical approach presemyedichel Foucault in “Discourse on Language,” a
stereotype may be seen as a “series of eventsieinniverse of discourse. In the particular exanople
“American Indians” the series originated with Jdveat Carver'dravels through the Interior Parts of North
America (1779). Imagery from this text was repeated in ynaopular works of fiction, such as
Chateaubriand’étala (1801), or Cooper’s novels. Foucault describe@s#Vcontrol mechanisms” which
regulated the mechanics of repetition and (disjoaity of discourse. These mechanisms arguably
transformed the stereotype, as it appeared andyetdan the 19th century American fiction. The aifthe
presentation is to show, to what extent the stgpeotvas determined by Carver’s founding text, htsw i
influence was perpetuated, how it endured conftamita with “reality,” and how its repetitions wedtéuted
and dispersed. The most important feature of #restype is, arguably, enduring quality of Carvéed.

*Mirovoj agressor’ and ‘Evil Empire’:
Political propaganda in the Soviet Union and the United States during the

Cold War period - A linguistic approach
Andrea Steinbach (University of Regensburg)

“Propaganda must be total.” According to Jacquédsl,Ehuthor of the classic text “Propaganda- The
Formation of Men’s Attitudes” (1973), for propagant work it must encompass every aspect of pepple’
life. What most of the channels for conveying pggrada have in common is that they communicate their
respective messages by means of words. As langmiageonly a tool we use to express ourselveslsota
key to the world that shapes our perceptive prasgssis an important propaganda tool.

In recent history there was a period when propagated/ed a major role in the political arena, waen
war was fought not with weapons but with words: @ad War period. The two major opponents of that
period, the Soviet Union and the United States eymul propaganda excessively to agitate and to reamst
an enemy identity in the consciousness of thepaetve peoples. Interestingly, the methods empuldye
the two superpowers in this war of words, thoughtlmn opposed ends of the political spectrum, were
surprisingly similar.

Many of these methods like stereotyping, bandwaappeals, the use of glittering generalities and
scapegoating (Corcoran and Ivie even speak abatitage rituals in this context) are relatively wel
researched today. But all these methods for reptiegethe opponent according to the good guys &d. b
guys scheme are based on underlying linguistic ginena like the metaphorical construction of idgntite
specific use of pronouns and prefixes, mode, aspatmodality.
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The subject of the present analysis is so calladdoical propaganda texts”, (Weiss, 1995), that is
texts, which possess the qualities of [+/— propédgsic language] and [+/— propagandistic text] it
positive variety each. This means a concentratiompalitical texts, ,genres of governance* (Campbell
Jamieson, 1990), slogans, addresses by representafigovernment or party and so on.

Proceeding from Zybatow’s linguistic concept of gtereotype (1995) the construction of the Sowngige

of the United States by means of “newspeak” (Wdi986), the Soviet propaganda language, is examined
An extensive corpus of political speeches of thetpear period is used to illustrate the typicaldieas of
“newspeak”. Selected speeches (e.g. concerningEi@07 incident) will be compared to their American
counterparts of the same time. It will become cthat the Soviet propaganda language did not comslig

of monolithic unchangeable and interchangeablerteat clichés but that it developed and changeltiaa
many aspects of this apparent development areanhén all propaganda discourses of the time — in
democratic and totalitarian societies.
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Recognising senses of way for the purpose of machine translation
Tomasz Stepien (Wroctaw University)

One of the main tasks in machine translation (MsTipi correctly recognise the senses of words iweng
context. In this paper we present the results efatialysis of the noumay, basing on the Penn Treebank
corpus. The senses wfay are identified, checked against the data presentetictionaries, and then
associated with specific syntactic patterns andasg¢imfeatures of the contexts in which the wordurs.
This is followed by necessary generalisations, tvhielp to arrive at formal criteria of sense disfiion that
may be used in MT systems.

Initial research reveals that four main nominakssrofvaycan be distinguished, namely (i) ‘manner
of doing something’, (i) ‘road’, (iii) ‘direction’(iv) ‘custom, manner'. Additionallyyayoccurs frequently in
idioms. The analysis shows that some syntactiepwttare exclusively associated with certain semsgs
way + of + the gerundorm always has the sense (i):

(1) Thisis a way of getting to school ...
(2) Housewives are finding literally hundreds ofywaf getting the maximum use out of traditional
designs ... .

In some other cases, semantics plays the distimggisole. Whernway is an argument or a modifier of a
verb, the verb’s meaning is decisive,@benandcome(sense (ii)):

3) ... away has been opened for strengthening himggerocedures ...
4) ... it prevents late-comers from missing soméhefpeople they have come a long way to hear ...

andheadandshift (sense (iii)):
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(5) Buster would solve that quarterback problenh fisswe head that way.
(6)  Mr. Khrushchev is convinced that the balancevoifid power is shifting his way ... .

Even more interesting are the cases in which &tsitel normally associated with a certain sensealigtu
conveys another meaning due to some semantic f@bbmsider the following examples:

@) ... a personal confrontation with Mr. Khrushchmight be the only way to prevent catastrophe.
(8) There are four rather obvious ways to reduagiorinate the vulnerability of aircraft on the gral.
(9) ... the address text still had “quite a way t6 gavard completion.

All the above sentences contain the infinitive iouf7) and (8)way means ‘manner of doing something’
whereas in (9) it has the sense of ‘road’. Theaeasobviously the presence of the virlgo Providing a
list of similar verbs and relating it to the WordMedering to create necessary generalisationathenissue
addressed in this paper.

We focus mainly on the role of semantics and orsyimax/semantics interaction, devoting less space
to other problems, which include treating idiomatigpressions containingay. The results of the research
should not only help create more correct machiestations but also give some partial insight thioway
humans recognise the proper senses of words.
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Phonology as human behavior: Theoretical implications and clinical

applications
Yishai Tobin (Ben-Gurion University of the Negev, Be’er Sheva)

This paper will be based on over twenty-years’ elgmee teaching articulatory and acoustic phonétics
speech clinicians and audiologists according tathieery of Phonology as Human Behavior (PHB) (also
known as Columbia School Phonology) (e.g. Diver9,9ifobin 1997). The theory of PHB, developed by
William Diver and his students combines and expafit)s Saussure’s (1916/1968) concept of sign and
system; (2) aspects of the “communication factow€l(ding distinctive marked/unmarked articulatand
acoustic features) inherent in Prague School plogiyolvith aspects of (3) the “human factor” (the
asymmetry of phonological systems related to thecept of ‘ease of articulation’) inherent in Mastis
functional diachronic phonology (Martinet 1955).€eTtheory is derived from the semiotic definition of
language as a sign system used by human beingsrimunicate. The fundamental axiom underlying the
theory is that language in general, and phonetidsponology in particular, represent a constadt@n
going struggle between the desire for maximum comeation (the communication factor) with minimal
effort (the human factor) (Tobin 1990). The majontibution of the theory of PHB is that it provida
“motivation” for and an explanation of the distrttmn of sounds within the speech signal: i.e.listes why
the distribution of phonemes within a language, iartkvelopmental and clinical phonology, is nonelam.
This paper will show how these principles can bgliad by speech and audiology clinicians.
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The functional layers of DP and the morphology of Polish nhominals
Barbara Tomaszewicz (Wroctaw University)

It has been recognized that the functional prapestin DPs are parallel to those found in the atbaain
(e.g. both verbs and nouns can take complementsictibnal layers such as AspP or EventP can be
dominated by DP inside nominals, especially inwtesv of Distributed Morphology (DM) where syntax
operates on abstract (non-phonetic) nodes that m@aketh “words” and “clauses” (in the traditiosahse)
(Marantz, 1997; Allexiadou, 2005, Harley and Noy999; Embick and Noyer, 2004 and others). In DM
category results from the configuration a givert apears in and thus nominals are “created” byrtimg) a
Vocabulary Item (i.e. the phonetic realizationtod toot-node) into a terminal node governed by D.

The presence/absence of intermediate projectiarts & AspP or EventP(VoiceP) can account for
different types of Polish nominals as identifiedRgyzwadowska, 1997 — underived object-denoting soun
underived event nominals, derived result (simplengvnominals, derived event nominals and the #eeta
verbal nouns “that would qualify as syntactic reations” (Rozwadowska, 1997:69). The latter are
conspicuous in that they all contain roots typicétiund in verbs and are all suffixed by -nie/¢ciewever
nominals with such a structure can also have thdtreeading. Nominalizations with either -nie/oieother
nominalizing affixes such as -acja display simplerg/complex event ambiguity, which is also found i
English -ing, -(a)tion, -ment, etc. nominalizatidiatready observed by Grimshaw, 1990).

The Late Insertion theory can explain this evestiteambiguity — the suffixes are fmorphemes that
are spelled-out postsyntactically by the insertib¥ls which can have the same phonological foraffigs
can attach “low” in the syntactic structure yielgisimple event/result nominals; or “high” - in cdepevent
nominals, as presented schematically in (3) (¥texiadou, 2001, simplified).

In the case of -nie/-cie nominals that do not tdteerbs, the reflexive ‘si, verbal negative particle
nor display overt aspect the suffix attaches lowthea structure, i.e. below VoiceP and AspP, which
determines the result reading as in Alexiadou, 2004 suffix attachement takes place after syniatkhé
morphological component). In the -nie/-cie nominthiat do take adverbs the suffix arguably attadcbes
AspP. The group of adverbs that can modify nommadilons is very small, though, and it cannot beatten
of “Encyclopaedic” knowledge (in DM, the final “samtic” component taking part in the Spell-Out tg LF
which blocks their occurrence since in the corresiimg passives all manner adverbs are perfectly
acceptable. Moreover, the class of “derived eventinals” cannot take adverbs, which is not acomrrestia
in Alexiadou's projection schema — VoiceP respdaditr eventivity (as well as transitivity and mann
adverbs) directly dominates the root.

Although event nominals derived with -nie/cie anthwhe affixes of the -acja type can often be used
interchangeably, only the -nie/cie derivation iflyfyproductive and even seems to be a part thebaler
paradigm” (e.g. the counterpart of certain Enghstun+infinitival complement' constructions suchtaksox
to type in (your request)” is a Polish constructipaun+'do’'PREP+nominalizationGEN' as in “pole do
wpisywania gyczeh)” [space to type/write requests]). The morpholofpnie/-cie nominals is conspicuously
similar to passives — both formations contain theiple -n(t/c)- which seems to correspond to theeace of
Agent, thus optionally allowing the “by-phrase”e@tly, the functional layer approach cannot repriethis
difference between -nie/cie nominals and other dypeterms of “heights” of suffix attachment. The
morphology of Polish nominals is yet more confusamgmany of them seemingly contain aspectuala®fi
In case of -nie/-cie nominalizations, the prefixas be attached high in the structure providingesal
interpretation or low in the tree giving “idiomdtimeaning as it has been proposed for Russian \®rbs
Svenonius, 2005. However, in result nominals endirsyiffixes other than -nie/-cie prefixes seemtike a
difference in meaning (skup — zakup, ‘a buy’), ththe high position for their attachment is unkakde.
Given the Locality Constraint on the InterpretatidiRoots, (Arad, 2001) those prefixes could bdyaea as
attaching low in the tree and role of Encyclopemxtiald then be extended to take part in the negotiaf VI
insertion.

Remarkably, neither low nor high attached prefiak@w a full spectrum of manner adverbs, which
calls for a revision of the functions of AspP andiééP as defined in Alexiadou, 2001. Projectiomsidia
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Polish complex event nominals do contain VoiceP AspectP, but they are realized differently in #hos
nominals that are passive in nature and thoseateatot.

In DM analysis it is preferable to assume that lsotimplex event nominals and result nominals of the
same forms contain full internal structure duehi® presence of the same verbalizing morphologygham
little v'. Including v thus means containing itsngplements that somehow are not expressed (a3hn).(2
Harley, 2005 proposes that what is interfering wité realization of the argument structure in naisin
containing verbal stems/'little V' it the changmfr‘mass to count event-denoting nouns” (p.11)s Thange
presumably occurs at the abstract NumP/ClassP (egethe nominalizing head). The arguments fer th
“count-mass hypothesis” have yet to checked agRiolssh data. The hypothesis implies that the difiees
between complex and simple event nominals do rtmvidrom their internal structure, which may be a
suitable approach towards the issues of aspectiaiggem Polish nominalizations.

Yet another solution may be the comparison of Rolige/cie nominals to the impersonal verbal
constructions with -no/to endings analysed as @ina “higher Aux projection” as opposed to passi
(Lavine, 2005). The three constructions include-ti{¢c)- particle, which may turn out to serveimikar
function in all three.

An analysis of the problematic nature of Polish ptar nominalizing morphology should shed some
light on the effects of category-changing derivadilbaffixes in general.
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Non-finite verb fronting in South/West Slavic and Germanic
Takashi Toyoshima (Kyushu Institute of Technology)

There are constructions with dause-initial non-finite verb followed by a finite auxiliary both in
South/West Slavic (1) and Germanic (2) as below:

(1a) Koupil jsem  knihy. (Czech)
bought be.1SG books
‘I have bought books.’
(1b) Napisalsom list. (Slovak)
written be.1SG letter
‘| have written a letter.’
(1c) Citao sam  knjigu. (Serbo-Croatian)
read be.1SG book
‘| have read the book.’
(1d) Procel sam knigata. (Bulgarian)
read be.1SG DEF book
‘| have read the book.’

(2a) Madurinn,sem farinn var heim, heitir Pétur. (Icelandic)
DEF.man that gone was home is-named Peter
‘The man that had gone home is named Peter.’
(2b) Lest har hun den sikkert, men har hun skjonnt (Norwegian)
read has she it surely but has she understood
noe av den?

anything of it
‘She has surely read it, but has she understopdfatf’

(2c) Bo ska han i Malmé, men han ska jobba i (Swedish)
live will he in Malmd but he will work in
Kdpenhamn
Copenhagen
‘He will live in Malmd, but he will work in Copergngen.’

(2d) Gelesen hat Hans das Buch nicht. (German)
read has Hans the book not

‘Hans has not read the book.’
(2e) Gelezen heeft hij het boek niet. (Dutch)

read has he the book  not
‘He has not read the book.’

(2f) gibn host du mir gezogt [az Zi git im a (Yiddish)
give have  you me told [that  she gives him a
maykhl].
dish

‘You told me that she gives him a dish.’

This paper argues that they all involve V movemiatd a specifier position, Spec (IP) in (1-2a) and
Spec(CP) in (2b—f), with concomitant resumptiorfdf), instantiating Head-to Spec Movement this pape
proposes, in Chomsky's (1995) theory of Bare Ph&tsacture.

South/West Slavic cases in (1) often involve atdirsuxiliary that is a so-called “second position
clitic,” and it has been argued that they are aetivy “Long Head Movement” (Lema & Rivero 1990, &iy
1991, among others). Yet, it has also been obsethiatl non-clitic auxiliaries participate in such
constructions, in which cases the non-finite vegledhnot be the clause-initial element (BoSkd\@95,
Embick & Izvorski 1995, among others).

(3a) Istukao bejaSe Petra. (Serbo-Croatian)
beaten was Petar

(3b) BejaSe Istukao Petra.
was beaten Petar
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‘He had beaten Petar.’
(4a) ProcelabeSe knigata. (Bulgarian)
read.F was DEF.book
(4b) BeSe procéela knigata.
was read. F DEF.book
‘She had read the book.’

Furthermore, the V-Aux order is possible in soméedded environment (5), and it is incompatible with
subject in Spec(IP) (6).

(5) Razbrah de pro¢el beSe knigata]. (Bulgarian)
understood.1SG [COMP read was DEF.book
‘| understood that you had read the book.’

(6a) Citao je Ivan knjigu. (Serbo-Croatian)
read be.3SG lvan book
(6b)  *Citao Ivan je knjigu.

read Ivan be.3SG book
‘lIvan has read the book.’

Thus, the South/West Slavic V-Aux constructionsvstessentially the same structural properties with
Icelandic Stylistic Fronting (2a), instantiating t¥-Spec(IP) movement. On the other hand, it has bee
standardly accepted that the V-Aux order in Ger(@dhand Dutch (2e) is derived by the so-calledtmant
topicalization” (den Besten & Webelhuth 1987, Miill®96, among others).

(2d) [vpt, Gelesen hat Hans las Buclho nichttyp

However, the “remnant topicalization” analysis aainstraightforwardly be extended to Continental
Scandinavian, since “remnant” cannot always betededn (2b), the direct object is a weak prondwemce it
can shift out of VP, creating a “remnant” only witthead (Holmberg 1986). In (2c), in contrast, &isrno
object to shift, so that the only way to createearfnant” only with V head is to shift the PP conmpémt out
of VP; no such movement has ever been proposetlhéofy (1999) argues that somehow, we need to allow
V to move into Spec(CP).

In principle, Chomsky’s (1995) theory of Bare Pler&ructure should allow such movement: there is
no non-branching projections, so that a head canfdigase at the same time. Thus, it is not atalhtural
or undesirable that V moves into Spec(IP) or SpBf(Once this analysis is accepted for South/WesiS
and Scandinavian, it becomes also natural to exteménalysis to the German/Dutch cases of “remnant
topicalization.” Further pursuing the natural extien to Yiddish (2f), it can be analyzed as V-t@&EP/IP)
movement with a “resumptive” V (Davis & Prince 19@8nong others), or topicalization to Spec(CP/fR) o
a “cognate head,” akin to the Predicate Cleft itaM&oopman 1984).
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Towards a typology of bare indefinites: Russian and Thai
Olga Tretyakova (Moscow State University)

In this paper which is a part of a wider crossdlisgic research on bare indefinites | will discgssne
properties of bare indefinites in Russian and Thai.

In contrast to canonical indefinite pronouns whielsed mainly on interrogatives of the corresponding
ontological category (like English ‘what’ for THING@r ‘where’ for PLACE ) or on generic nouns like
‘person’ or ‘thing’ by the addition of an indefieitess marker [Haspelmath 1997], bare indefiniteth@re
interrogatives”) are formally identical to interi@ge pronouns of the corresponding ontologicatgaty.

There are languages where bare indefinites ocdyrimsome of core nine functions proposed by
Haspelmath whereas in other functions marked indef are used, that is their distributions damtetsect.

On the other hand, in some languages where intiv@gderived indefinites are normally used bare
indefinites occur in some of functions also.

Here only those pronouns are of interest, whichocar in the contexts where corresponding marked
indefinite pronouns are used. And in the currentiwavould like to discuss the status of bare imnuiéefs in
two languages which use in some both interrogateéved marked and bare indefinites. | argue tha¢ b
indefinites in other languages independently oifr tareal and genetic relationship have similar praps.

Although usage of bare indefinites optionally torkeal forms is often considered as a feature of
colloquial speech [Kuz’mina 1989, Yanko 1977, Hapeth 1997], bare forms are not just colloquial feoh
corresponding “full” indefinites with an indefinitess marker since they may not be used in anyref co
function of indefinites if we consider a particulanguage.

Consider the following examples from Russian:

(1) Esli  kto-nibud’P*kto pozvonit, skazhi, chto  menja net.
if who-INDEF/who will_call say that I:GEN no
‘If anybody calls, say | am not at home.’

(2) Kto-to/*kto prihodil.
who-INDEF came
‘Somebody came.’

Interestingly, although bare indefinites are idesitto interrogatives, ambiguity is always avoidédd the
indefiniteness meaning is contributed to a staténmmethis case by some other elements.

| argue that in indefinite statements bare indedmiare used not referentially but rather theimmai
function is to introduce an entity of a certain Wh@dge category in sense of epistememes of Mubhisiin
1995].

It may happen when not the properties of a refammnimportant, but rather the ontological category
belongs to.

Interestingly, even in not related languages theessituation may be observed, for example in Thai.

3) khaw  jaag ca phéb  khraj th maa caag myp thaj
he want FUT meet who that come from country Thai
‘He wants to meet someone who comes from Thailand.’

The present work is devoted to analysis of diffeessrand similarities in distribution and functiogiof bare
interrogatives in two not related genetically oogeaphically languages.
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Representation formats and models for lexicons
Thorsten Trippel (Bielefeld University)

This presentation describes text-technological galaces of describing lexicons and offers a gen@ig on
lexical information contained in lexicons. The ks here is the hypernym of dictionaries and lexsdoom
language and speech processing. Lexicons are digndeacribed in terms of their microstructure (the
structure of each individual lexicon article) andarostructure (the order of the lexicon articlesimetimes
also in terms of a mesostructure (the interrelabbfexicon articles and metadata). Text-technalabi
approaches to modeling lexicons often start froenphint dictionary, trying to describe the struetof the
lexicographic information involved, using convemismf the Text Encoding Initiative (TEI), Expertvisory
Group of Language Engineering Standards (EAGLESY) kstandards for Terminology (ISO 12200,
MARTIF). Others, more related to generative aspeftksnguage describe their lexicons in terms afifee
structures, modeled accordingly.

Feature structures are basically tree structurdsseime references, hence they can rather easily be
modeled in XML using text-technological methodokxyi Examples for these are the Draft International
Standard 1SO DIS 24610-1, which will allow the stardized representation of lexicons in this forrmae
TEI and EAGLES recommendations give explicit waf/staucturing lexicon articles, originally in SGML
but in the meantime in XML. Hence the structuréhis lexicon formalism also relies on trees, aralrisady
modeled in this paradigm. Computational applicatiand renderings of dictionaries on the web relthen
lexicon microstructure defining a table structunsing relational databases. This direct modelinghef
different structures is full of redundancies andrez easily be mapped on the XML structure. Redooida
can be avoided by normalization procedures accgrditthe relational database theories laid out dgdZ
Semantic ontologies finally are often renderedess, but taking a closer look even for ontolotfigscan
hardly serve as a perfect formalism.

A generic model for the representing lexical infation in a lexicon is presented with a graph
structure, the Lexicon Graph Model. The graph mqguelides for the most generic way of modeling the
relations of information units. A way of modelingida accessing the structure in the Text-technology
paradigm is also provided.

Movement versus Merge:

Stylistic and semantic perturbations versus neutral style
Helen Trugman (Holon Academic Institute of Technology)

Since the advent of Kayne’s Antisymmetry theoryddPnumerous attempts have been made to obtain all
possible word-order permutations by the asymmetigcge of various satellites to the left of the head
followed by successive movement of relevant phraascifically, this approach was thoroughly depelb

for the nominal domain in Cinque 1994, 2005a/b,@®& 2005, among others, setting forth an ambitious
goal to eliminate head movement as a possible &isgntactic movement cross-linguistically.

In this talk, I will focus on Russian extendedtfie sense of Grimshaw 1990) nominal projections and
will challenge the above claim both on theoretarad empirical grounds. Most importantly, | will shithat
the attempt to reduce permissible movement typEftmovement ends up in unjustified complicatiothef
derivational mechanism. Moreover, the DP-strucge®s greatly expanded by postulating multiple AgrPs
which serve as landing sites for XPs raised adiltes$ specifiers of intermediate functional prajiens (see
Cinque 20054, (2)). In addition, the nature ofdtteaction for various DP-internal movements rersgiet
unclear. Though some nominal feature might be asdunvhat underlies its weakness/strength across
languages in triggering various instances of XBingi or XP-rolling-up stays unanswered.

For instance, in contrast to previous accounts fBd®75), Cinque (2005a) proposes that relative
clauses are merged prenominally either below Deeatdiininer) or below Num(eral) (see (1)), and end up
phrase-final due to the successive movement dfifher AP to some higher locus. Consequently, tderor
in (2a) is the result of merge below the numerabhevhich in Russian is signaled by the genitiveking on
the RC; and the one in (2b) will require the NPrimve across a lower RC to the Spec, AgrP dominétiag
AP, which | ignore here.

If the reduced relative clause is merged aboveNilmaP, it will be marked as nominative and the
merged word order is claimed to be, as in (3a).deoiving the postnominal variant in (3b), one wiled to
move the whole NumP across the RC to the Spec, dgninating the RC.
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However, Russian abounds in structures with reduekdive, or adjectival clauses found before
ordinal numbers or even determiners, as in (4).sObeean that we have to assume two more possible
merging sites for reduced RCs in Russian or doave lto allow for RC-extraposition in (4), as isalg the
case in the following example: Neobxodimye dljavogrzad&i, vo vtoroj zadée sve Sest’ uravnenij
okazyvajutsja nepremenimymi. “[RC Needed for thst fiask], in the second task [DP all six equafituns
out to be inapplicable”? The examples in (4) semdemonstrate that “a fixed hierarchical structaseilting
from Merge” in (1) coupled with only “upward movenie of phrases containing the NP”, cannot derilve al
the variations of the universal structure, as gttech in Cinque (2005a: 327). In some cases, a RC
extraposition must be assumed to supplement tHgsigchence the latter seems to be too weak el its
accommodate all possible word-order permutations.

Russian also seems to undermine another claimopilit ih Cinque (2005a/b), who follows Kayne
(2002) in assuming that prepositions heading thed®plements of N are merged DP-externally, amecitt
their 'complements’, with the remnant raising teirtheft, thus making PP-complements DP-final. This
assumption accounts for their being stranded atnideof the DP and not being dragged along by e
its modifiers (Cinque 2005a: 327). Russian seemshallenge this claim as well, by allowing PP-
complements and genitive complements of N to ietleevbetween the N-head and the postnominal relative
clause, whose postnominal position is derived viemR-raising across the RC, as in (5). Countered by
similar data in other languages, Cinque has tonasghat a RC can be merged either lower or hidtaar P
(Cinque 2005h:42), thus further flexing the uniagtsierarchy of prenominal modifiers he proposest Y
even such a modification will fail to account faases like (6), when a PP or a reduced RC intervenes
between a head noun and a classificatory adjesttheut the latter being focalized or topicalizbtbreover,
with a PP-modifier merged in the initial positidghe whole DP is ruled out.

Interestingly, Russian (and Ukrainian) noun phrasdsbit another type of DP-internal scrambling,
which necessarily strands the PP and GenP comptsmiiN, as in (7a). Moreover, this movement seems
derive a very specific semantic effect, namelyigatibry classificatory reading of the postnominaldifiers
(see Trugman 2005). This might point to a diffeneaiure of the movement involved, with a well-defin
trigger, such as a semantic feature on the Detemoinsome other functional element of the progett(8).

In my talk, | will argue that various permutatioosthe word-order in Russian DPs can be better
explained by semantic (above) or pragmatic conatémrs, when stranding or fronting of reduced redat
and adjectival clauses is governed by focus/togatures, as demonstrated in (9).

It will also be shown that allowing for some symmgetf modifier merge, one can account for various
patterns of prenominal and postnominal modifierRurssian with less complexity.

(1) [Quniv...[Dem...[Numq... [RC... [Numeq...[RC... [Classifier...[A... NP

(2a) [Numarg pjatt  [RC  vvedennyx vysSe [NP priznakov]]]
five introduced.gen above features.gen
(2b) [Numearq pjatt  [NP priznakov] RC  vvedennyx vySehl]

(3a) [Num,q pervye, [RC vvedennye vySe, [Numcargjat' [NP priznakov]]]]
first introduced.nomabove five features.gen
(3b) [Numyy pervye, [Numygpjat [NP priznakov]] RC vvedennye vySeyimd]

(4a) [RC vvedennye vySe, [Nuga pervye [Nurg,q pjat’ [NP priznakov]]]]
(4b) [RC vvedennye vySe, [Dem  éti [Nygr pjat’ [NP priznakov]]]]
introduced.nom above these.nom five features.ge

(5a) [[NumP TroePPiz ni¥], [RC obessilevsie]\dumd, k veceru dobreli do poselka.
Three from them.gen exhausted.nom leyieg reached to settlement
(5b) [NumP Sto [NP ékzempljaroGEnP brosjury]]] [RC podgotoviennye k otpravke],tr
naxodjatsja v sejfe.
Hundred copies brochure.gen prepared.nom foattibpg are found in the-safe

(6a) Mineral'naja, [PP s privkusom tuxlyx jaic] voda ne ponravil@ste.
Mineral with aftertaste rottergegvater not liked Peter.dat
‘Peter did not like mineral water with the aftesteof rotten eggs.’

(6b) *[PP S privkusom tuxlyx jaic] mineral'naja vadhe ponravilas’ Pete.
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(7a) vina suxie  krasnyeGEnP uroZaja 2001 goda]
wines dry red harvest.gen 2001 year.gen
(7b) *vina [GenP uroZaja 2001 goda] suxie krasnye
‘dry red wines of 2001’
(8) solod pyvovarnyj jaminnyj svitlyj  (Ukrainian)
malt  brewing barley.ad] light
‘light barley beer-brewing malt’
(9) Petr byl [NP&elovekom] MoLODYM, NEOPYTNYM typ]
Peter was man young inexperienced
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Indeterministic tense operators and the concept of time as a substance
Kazimierz Trzesicki (Unviersity of Biatystok)

In this paper the question of the meaning of intheitgistic tense operators will be discussed. The
solutions based on the branching-time model pressgfhe conceiving of time as an attribute. Our
solution — as we believe more intuitive — is bagedhe concept of time as a substance.

On abductive reasoning
Mariusz Urbanski (Adam Mickiewicz University, Poznan)

Abduction is a kind of reasoning that amounts ® gskarch for an acceptable explanatory hypothesis f
surprising or anomalous phenomena. Since C.S.&edined the term, research on abduction are mainly
focused on computational generation and evaluati@tceptable hypotheses. Such a computationasfocu
however, substantially oversimplifies the pictuittpostpones causal and goal-directed motivatian fo
abduction as an explanatory reasoning as welkdsdwledge-dependency.

The present work offers an overview of the origiRaircean account of abduction (both in its
syllogistical and inferential form) as well as @ashdiscussion of some modifications proposed ¢catove
scheme, esp. by those who interpret abductionkiisdaof inference to the best explanation. We iatic
typical criteria to which evaluation of abductivwgplotheses is usually referred to and list some piesrof
explanatory and creative cognitive processes faclmie term “abduction” is used in the literature.

On this basis we emphasize two points related tmewitably contextual character of abduction:
important links between reasoning by analogy amtliation and close affinities of the latter with Dxon
Support Systems.
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True lies
Max Urchs (Szczecin University)

There are many types of deceptive speech actsakéesne of them: they have an internal structhey
serve rational aims. So it seems only natural kdf@san analysis of the formal structure of li@hviously,
there is a role to play for logic, too.

In his 1990 analysis of lying Jerzy Pelc ([2]) niens several “dimensions of truth” necessary for a
complete representations of that phenomenon.Takisdor granted, lying shall be a thorny field fogical
investigation.

Logic is (devoted to and) making use of logicataod] i.e. consequence operations in some formal
language. The characteristic point is: there i®xtoa-language reasoning. It would be naive to Hopa
complete and exhaustive analysis of lying by meditegic alone. Still one might expect that loganees up
with a framework that grasps the essential featafdging — after all, modern logic is more flexitbland
much more powerful than it was twenty years ag@eRework in cognitive science, and especially ih,A
drives logic towards non-monotonic, causal or irsistency-tolerant forms of inference.

I will mention some of these formal approaches, [[|4]), concentrating my own analysis on cases of
lying while saying something which is literally &uThe interesting examples of such speech actislead
the hearer by faky assurance, i.e. the deceptiudden in the performative aspect of the utteraResulting
problems seem close @ohen’s paradoxcf [3]).
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Are there really lexicalization patterns in motion verbs?
Inga Klevere Waelchli (University of Greifswald)

According to Talmy’s (1985, 1991) well-known typgloof lexicalization patterns in motion events thare
three neat and clear-cut types of encoding patternerb stems throughout the languages of thedworl
(Talmy 2000: 64-66 admits the possibility of cemtforms of mixed types):

— | Conflation of Motion and Manner, e.g., Engli€erman, Russian, Hungarian.

— Il Conflation of Motion and Path (For “Path” Igfer the term displacement, introduced by Tesdi6&9
[déplacement]), e.g., Spanish, French, Turkish.

— Il Conflation of Motion and Figure, e.g., Navajstsugewi.

Talmy’s typology has been widely accepted, evesoihe modifications have been proposed to account fo
languages which are not fully compatible with ofi¢he types (e.g., Slobin & Hoiting 1994, Croft Z)0
However, until now it has never been tested inrgelacale typological sample study with a substhnti
number of genealogically and areally diverse laggsafrom all continents whether Talmy's predictions
actually hold true for a certain number of cleatdfined semantic coding domains and how differgmtd
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are distributed across the languages of the witli. known though that Type lll is very rare gobbably
restricted to languages of North America.)

In this paper, | will try to transform Talmy’s thgointo a set of empirically verifiable hypotheses,
which can be tested in a world-wide comparativestith a relatively unbiased sample (114 langupged
as clearly defined and cross-linguistic comparalimains as possible (based on data from two kifids o
sources: (a) parallel texts and (b) reference grarsrand dictionaries).

The question whether there really are systematicdézation patterns in motion events is of high
importance for any theory about the structure ef lgxicon. If the lexicon behaves fully regulariyda
systematically, there will be little reason to tréain a different way from grammar. If it is comapely
irregular and idiosyncratic (as has been claimeag, by DiSciullo & Williams 1987), there will beorpoint
in doing lexical typology. The biggest challenge liaguistic theory, however, will be if the resustin-
between and if there are only weak correlationsabse this will require a more radically empiraaproach.

References

Croft, William (2003).Typology and universal2nd edition. Cambridge: Cambridge University Bres

DiSciullo, Anna-Maria & Williams, Edwin. (1987Pn the definition of wordCambridge, Mass.: MIT Press.

Slobin, Dan I. & Hoiting, Nini. (1994). “Referenc® movement in spoken and signed languages:
Typological considerationsBLS487-505.

Talmy, Leonard (1985). “Lexicalization patternsmsatic structure in lexical forms”. In Shopen, Timg
ed.,Language typology and syntactic description. Vil Grammatical categories and the lexicon
57-149. Cambridge: Cambridge University Press.

Talmy, Leonard (1991). “Path to realization: a gy of event conflation"Proceedings of the Seventeenth
Annual Meeting of the Berkeley Linguistics So¢iEgbruary 15-18, 1991, 480-519.

Talmy, Leonard (2000)Y.oward a cognitive semantics. Vol. II: Typology @ndcess in concept structuring
Cambridge, MA: MIT Press.

Tesniére, Lucien (1959EIéments de syntaxe structuraRaris: Klincksieck.

The Regensburg Parallel Corpus:

A bootstrap multilingual parallel corpus of Slavonic
Ruprecht von Waldenfels (University of Regensburg)

The Regensburg Parallel Corpus is a parallel capp8¢avonic compiled with the help of a framewdhlt
aims to reduce human intervention in the compifatiba parallel corpus of arbitrary (Slavonic) laages to
a minimum.

The work load involved in manually aligning a p#hlcorpus is immense, and the need for
preprocessing of data and parameter tuning tha¢égessary for many automatic alignment programs is,
presumably, one of the reasons for the fact tleaetare not many parallel corpora compiled. Majeailves
during the development of the corpus were consdtyease of maintainance and ease of augmentatim,
with new texts and with new languages. More spestiff, care was taken that as little manual pregssing
as possible is needed, in this way encouraging tisérelp augment the corpus according to theirmeeus.

All alignment tasks are done fully automaticallyiwtihe help of a modified version of Robert Moore's
Bilingual-Sentence-Aligner (Moore 2002), an autamatigner utilizing both sentence length and lekic
correspondences as heuristics. Since the morphaibgavily inflecting languages such as the Slavon
languages introduces much more noise than it isct#se for languages such as German or English,
lemmatized variants are used in the alignment s daspection shows that this greatly improvestiadity
of the alignment; however, this is yet to be showhe statistically significant.

Since taggers, lemmatizers or other mark-up @ditire easily available only for some languages, th
corpus accomodates different levels of linguistimatation for individual languages. No annotatien i
necessary for inclusion, while additional annotattan be added at later stages.

Preprocessing is kept as language independensabf@ Sophisticated means of sentence splitting,
for example, are not used by default. This is ammmise in quality in some respects, but rendegs th
addition of new languages very simple.

The system is designed in such a way that the mimipreprocessing necessary is the conversion of
texts to unicode text files, and, if a lemmatizarthis language is available, the lemmatizatioa wbrd list.
Given such files, a number of centralized scrigtdgym sentence splitting, conversion to XML andusion
of lemmata at a basic, context free level. The dathen aligned to all other translations of tieigt. The
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resulting storage format is XML with stand-off aligent annotation, which is then converted to PanaCo
(Barlow 2002) and IMS Corpus Workbench (Christ 19fstmat for viewing and querying. Additional
interfaces are easy to implement.

At the moment, the corpus is composed of Englisern@n, Polish, Russian, Slovak, Serbian,
Croatian and Ukrainian post-war belletristic texis largest being the Russian subcorpus witheaafi2
million tokens.

In my talk, | present the corpus conception andhiggcture, and report on experimental statistical
evaluation of the influence of lemmatization on #dtignment algorithm.
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The recognition of southern hemisphere Englishes by Polish students
of English: A native-nonnative continuum approach
Ewa Waniek-Klimczak (University of £6dz),
Jarostaw Weckwerth (Adam Mickiewicz University, Poznan)

This paper investigates the recognition of lesguemtly heard accents of English by Polish advanced
students of English. The approach adopted fortidy<uilds on a recent discussion of the pronuitria
models for foreign learners of English (see e.ticlas in Dziubalska-Kotaczyk and Przedlacka, 208%)

the proposal for recognition of non-native accesitsEnglish as legitimate dialects for international
communication (e.g. Jenkins 2000, 2002). Whilentlagority of accent studies in the model discus$igns

on British and American English varieties in pobsitontrast to the Lingua France Core, the proldém
native — non-native speech continuum seems to pkected. The discussion on accent acceptability in
English as a Foreign or International languagerasesia clear-cut division between native and noiv@at
speech not only in production, but also recognitibaccents by foreign English speakers.

This paper adopts a less categorical perspectiva@mpts to investigate the recognition anclialiit
of the students to southern hemisphere English@sesby first and second language speakers. lHiimed
that the focus on Standard British (English) Erdgliad General American model accents in EFL educati
leads to problems with the recognition and undadstey of other accents. Moreover, it is assumetthe
clear-cut division into native vs. non-native adsas based on the degree of similarity betweeptbsented
accent and one of the major reference ones rdtherdpecific salient features of native languageyes
Consequently, the use and understanding of the ‘teative accent’ may need to be revised in EFLL El
teaching.

The paper reports on a pilot study conducted antoggroups of Polish students of English. All
participants have chosen English as their majarthmy differ in language experience and the degfee
exposure to English in a natural setting. The foitg aspects of presented accents are checkedjnition
as native or non-native, the geographical locato, the attitude both in terms of a holistic ingsien and
acceptability. The students are also asked to fypsadient features of an accent and motivate thegisions.

Given the limited scope of the study, the resulésteoped to lead towards further, better specified
questions. Most generally, the paper aims to doutiei to the discussion of the native — non-natpaesh
continuum and the recognition of less frequentigrdeaccents both at the theoretical and practéeal|
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Feature valuation by sideward movement
Bartosz Wiland (Adam Mickiewicz University, Poznan)

The paper provides a substantial reanalysis ofigittt movement, originally proposed by Nunes (1995,
2001, 2004) and developed in Hornstein (2000). Adiog to the Nunes/Hornstein analyses, out of two
independent arrays, an adjunct is constructed fwitire matrix VP. The XP that was merged in theraat
moves sideways through a CP-edge of the adjunttietonatrix VP in order to check iésrole, formale-
features and Case (FF) on a matrix probe, and @i deleted under Lexical Correspondence Axiom
(within a copy theory of movement). The origindl,($, and Case”) approach to sideward movement allows
to account for a number of parasitic constructias (1), adjunct control constructions as in (8tive
clauses as in (3), or across-the-board constrigtisnn (4).

(1)  Which book did you readitbefore Jack boughtz

(2)  Jack kissed Mary tPRO before kissing her sister

(3)  Which claim that Jack made tvas he willing to discuss?
(4)  Which article did Jack file t and Mary read;?

If, as the Nunes/Hornstein analyses assume, XPe sidgways in order to value theiroles and FF, then a
thematic XP (ideally, a DP or an NP) should beamanimous set of features,{p, Case} to constitute a goal
for a probe. However, in this way an XP that maideways would value its ovéarole on heads that assign
different6-roles. This would violate Maximize as well as Ma{€Chomsky 2001), as sideways movement
into different thematic positions is available jmsfor instance, the AC construction in (5), drenefactive
construction as in (6).

(5) Peter[+Patient] lost a tooth even before tPRX@eNt] opening the bottle of beer.
(6)  Which girl did you send a picture of tPatient] to if[+Benefactive]?

The paper advocates the idea that sideward movamantaccessible operation for syntactic objdus t
have a full set op-features and Case to value. Inter-arboreal re-eietg thematic positions is applicable,
but is only collateral. On this scenario, non-themAPs are legible candidates for sideward movemen
which is analyzed in terms of inter arboreal re-geer

Pseudo-parasitic gaps, i.e. apparent gaps thaitdmbserve universal conditions on P-gap licensing,
were analyzed by Postal (1994) as instances odieidns of that-clauses, produced by complex NR, shi
right node raising, or parenthetical constructidnshe approach advocated here, pseudo-parasjie are
not traces of inter arboreal re-merge, as CPs twigceived-roles, but do not have a full set@features)
are illegitimate candidates for sideward movem&he argument uses, among others, discussion in Den
Dikken (2001) who claims that null and weak pror@naver move at LF. | argue that CPs are in feadtibe
by null pronouns and consequently can only movetlyy@ever at LF. The evidence for the null proriaah
character of CPs and their inability to raise atitPased on the fact that CPs can substitute wwek
pronouns, or that CP associates move overtly toixritin existential constructions while they redis
raising in constructions with expletives, amongeosh

Donkey anaphora analyzed as an instance of sidem@rement in Boeckx (2003) provides additional
evidence for the inaccessibility of CPs to sidewgpdrations.

Next, it is shown that ATB constructions do notdhxe inter arboreal re-merge of CPs (as it was
presented in Nunes 2001, and Hornstein and Nur@®) 20he analysis uses the discussion in Citko 3200
among others.

The scenario of cyclic valuation of FFs that is @chted in the paper offers a new account of
otherwise puzzling facts that show that in langgsagen-NP/DP parasitic gaps are possible. For exampl
Polish allows for adjectival parasitic gaps (ascdégd for instance in Bondaruk 1996 within a diffiet
framework, example in 7 is hers) as Polish adjestivave a full set af-features (but lach).

((7) Jak zty sie wydawal, chat  wcale nie bwy?

how angry-nom,sg,masc self = Seemed though atalt was
‘How angry did he seem to be though he wasn't aaggil?’
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Finally, the (apparent) clash between the ovetneaif sideward movement and the impossibility ofimg
CPs sideways that do not move at LF but can moegtigvis addressed. The discussion here uses some
evidence from Bosko¢iand Franks (2000) and single cycle syntax.
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The ‘Directional+with+DP’ construction and the empty verb GO
Chris Wilder (Norwegian University of Science and Technology, Trondheim)

The construction (1), with the surface format (@)s the force of an imperative, although it corgtaio overt
verb. It is found in all major Germanic languageasimot (to my knowledge) in any of the Slavic laages.

(1a) Into the bag with the money! (English)
(1b) In die Tasche mit dem Geld! (German)
in the.acc bag with the.dat money
(1c) Ned i sekken med pengene! (Norwegian)
down into bag-the with money-the
(2) DIR + ‘with’ + DP
(DIR = directional locative PP or AP; DP = its e argument)

This is not an elliptical construction of the stiustrated by (3a) (with Mary = comitative) — tiesis no overt
verb in the relevant languages that fits the fréaig.

(3a) And so to London with Mary. (diary ellipsis] went to London with Mary.)
(3b) V + PP(directional) + with DP(theme)

This paper argues that the cross-linguistic distidm of (2) reflects a wider parameter discussgd b
Riemsdijk (2002) with respect to the construction4). In West (OV) Germanic and the Scandinavian
languages, modal verbs, which otherwise geneially YP complements, can govern a ‘verb-less’ doeat
complement (usually PP, but AP is also possibp: @er. Es muss héher ‘It must higher’):

(4a) Das Geld soll in die Tasche. (German)
the.nom money should in the.acc bag
(4b) Pengene ma ned i sekken. (Norwegian)
money-the must down into bag-the
Riemsdijk argues that the complement to the madd#) is in fact a VP, whose head is a silent verb
(notation: GO) with a meaning similar to that ofgkrigo’:

(5) [ModP MOD [VP DP(theme) [ GO PP(directional)]](abstracting away from order)
Languages lacking GO do not permit (4). In langsdgeving GO, the distribution of phrases heade@®y

is restricted by the need for GO to be license(Rigmsdijk suggests) an appropriate governing haadal
verbs in the case of (4).
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| take the construction in (1) to involve a VP heddby the same empty verb GO, governed by the
functional head IMP (silent in Germanic) that headinary imperatives. In other words, not only MOt
also IMP licenses GO:

(6) [ImpP IMP [VP DP(theme) [ GO PP(directional)]](abstracting away from order)

So like the modal complements in (4), the impeeatiw (1) are not in fact ‘verb-less’; like the nats] IMP
uniformly takes verbal complements.

In this approach, the occurrence of (1) or (4) lareguage is contingent on it having the empty verb
GO. In a language having GO, their occurrence &urttepends on MOD and IMP acting as licensors. In
modern English, IMP is a licensor but MOD no loniggexpressions like The truth will out were pb$sin
relatively recent (Shakespeare's) English).

This analysis provides an explanation for two farttacts. Firstly, the construction (1) only occass
a root expression — this simply reflects the distiion of ImpP. Secondly, both the modal constarcénd
Directional+with+DP are possible only with canoiiisectional locatives, i.e. those that descrikbemplete
physical change in location of the theme arguniEhis restriction is attributable to the semantit&@.
None of the ‘noncanonical’ uses of directional RP@)-(10) is possible with either construction:

(8a) They turned the mirror towards the sun. (ckasfgorientation, not location)
(8b) *Towards the sun with the mirror!
(8c) *Der Spiegel soll zur Sonne. (German)

the mirror should to-the sun

(9a) They built the path up to the door. (changextént, not location)
(9b) *Up to the door with the path!
(9¢) *Der Weg soll hinauf zur Tuer. (German)

the path should up to-the door

(10a) She turned the frog into a prince. (changdaegitity, not location)
(10b)  *Into a prince with the frog!
(10c) *Der Frosch soll in einen Prinzen. (German)

the frog should in a.acc prince

With regard to the realisation of the theme argum@irectional+with+DP differs from the modal
construction and from regular imperatives. In thglad construction, the theme surfaces as a subjnhal

to ModP: nominative or infinitive (PRO). This is @ained by the fact that GO and the modal are
unaccusatives embedded under Tense (finite or inde)f In the Directional-with-DP construction,eth
theme is marked by a semantically empty ‘with’. Sdiffers from ways of licensing subjects assodiatih
overt imperative verbs, i.e. empty subject (pro/P&@he here!) or overt subject without prepositigoy
come here!). Moreover, the Directional-with-DP domnstion lacks the restriction to 2nd person sulgjec
accociated with overt imperatives. | speculate ldoak of 2nd person restriction and special liceg$iy with

are related to a special property of GO vis-a-vierbverbs; and that the choice of with is reldtethe use of
with to mark the theme DP in the locative (spragelpalternation.

Other special properties of Directional-with-DP asemarked order (directional < theme) and marked
intonation (main stress on the initial, not theaficonstituent). These properties suggest a carngtnd
specific obligatory inversion of the directional @oposition to the left of the theme. That the thern
commands the directional at some stage of the atasiv(cf. (6)) is indicated by binding facts: oation in
(112), reciprocal licensing in (12):

(12) ?7?Into the ligfs cage with it (cf. ok: Into itg cage with the liofh)
(12) Into each othgs rooms with the boys
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Minimal erotetic semantics
Andrzej Wisniewski (Adam Mickiewicz University, Poznan)

We generalize Belnap’s erotetic semantics (cf. i1 wvo directions. First, we modify the generatisg:
partitions of a language (cf . [2]) are used asstheting point, and all the semantic conceptsan@rtg to
questions are defined in terms of admissible pamst These, in turn, are determined by intended
interpretations of basic concepts of a languageoi®$ we introduce some new erotetic concepts and w
redefine some “old” concepts. In particular, cotiracanswers and eliminative answers are undetisgru
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The logical discipline of normative discourse
Jan Wawrzyniak (Adam Mickiewicz University, Poznan)

This paper is intended to promote a way of is-bulgmivation, rooted in neonaturalistic - as | defmy
standpoint - solutions which were worked out witthia scope of both the ontology of values and etiizal
applications of 20 Century linguistic philosophy. Normative, espelgiai the sphere of morality, reasoning
is supposed to be the most significant componerthefstructure of social communication, which is
interpreted as such - from the evolutionary vieas-a primal phenomenon of moral status. The petispec
outlined, generally focused in the question “howwvetirds connect with the world ?”, provides relevant
contribution for contemporary axiolinguistics adivees the semiotics of normative reasoning.

The common practices of normative persuasion enpl@riety of modes of argumentation such as
the usage of evaluations, norms, imperatives, pegtve utterances, prescriptions, optatives, a&wahge
of kinds of emotive pressure performed by speeth-and their non-verbal correlates - behind fataich
some intentions of perlocutionary effects are higaexd which all have methodologically differetaih
status. Therefore, the ability to recognize sorwkdremployed in such practices as well as theifipcl
faculty of argumentation for and validation of am@wn moral convictions seems to be an indispeasabl
component of a subject’'s high cultural competefidye moral responsibility for social states-of-affai
generated by speech acts requires such competency.

The neonaturalistic approach — itself represertoypitive meta-ethics and recognizing the pragmatic
functions of speech acts as a social phenomenompoges a philosophical alternative to the cage of
formalized languages of normative reasoning (ligkeous systems of deontic logic) in order to fieely
verifiable — not necessarily of contractual originvalue-referred premises for the inference of abyci
applied judgments of duty. The distinction betwkogyical validation and moral (value-referred) jfistition
of imperatives is emphasized at the same time h@ratcount certain philosophical interpretatiohthe
categories of “fact”, “value” and “personal agehtaluation and cognition” will be carried out an the
next step, an example of is-ought inference wilpbesented.

Standard dialect codified and written English established
Goran Wolf (Dresden Technical University)

A few findings of English linguistics of the pasiachdes constitute the basis for this paper. Fitsidyspoken
and the written variety of Present Day EnglishatifQuite obviously, they differ because they affeint
media. However, the paper will adopt the more alateoview of well-known pieces of orality/literacy
studies, such as Biber 1988 or Oesterreicher 2004 see speech and writing as opposite ends of a
continuum. Within this continuum some variationsge the varying usage of negatidnh@ven't seen
anything./I haven't seen nothingand the opposition of pronominal usafjaq they/It is them or She is
taller than L/She is taller than mg can be explained with reference to the vargingracteristics of speech
and writing. The origins of these variations, hoagwannot be explained along these lines. Secpndly
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seventeenth- and eighteenth-century grammars e sdid to be prescriptive, because they gavegtro
statements of what was regarded as good or baisBnglhether strictly prescriptive or not — becatasiee
prescriptive a grammar needs to be descriptivedirall — early English grammar writing, as onenficof
codification within the standardisation processgased by Haugen (1966), greatly contributed to the
development of the standard variety of English. 8@spects of the latter will make up the thirdto$ t
paper's foundations. That standardisation is agadmg and a conscious process is a fundamentalofidve
field, and in this paper is of importance with refece to the present as well as to the early graransa
After rendering some basic ideas of the aforemaatidfields of English language study, | would ltke
propose a view which accounts for the given varratiwith regards to the mentioned period of thiwhyof

the Standard English dialect. Looking into a numifeseventeenth- and eighteenth-century grammars th
paper will show that quite a lot of the variatiavtich nowadays occur along the spoken/written dedual
those features which early grammarians, such asiRbbwth or Joseph Priestley, discussed refertiing
good or bad language use. Therefore, | would dlkargjue that the grammatical structures foundaiesp or
written Present Day English originate from suggestifor seventeenth- and eighteenth-century Stendar
English.

References

Biber, Douglas (1988Yariation Across Speech and Writingambridge: CUP 1988.

Haugen, Einar (1966). “Dialect, Language, Natiodmierican Anthropologi#8 (1966): 922-35.

Lowth, Robert (1763/1995A Short Introduction to English Grammawondon: Routledge/Thoemmes 1995.

Oesterreicher, Wulf (2001). “Sprachwandel, Varietétandel, SprachgeschichteVarieties and
Consequences of Literacy and Orality. Formen unty&o von Schriftlichkeit und Miindlichkeit
Ursula Schaefer und Edda Spielmann (eds.). Tubingenter Narr 2001, 217-48.

Priestley, Joseph (1761/196%he Rudiments of English Grammbtenston: The Scholar Press 1969.

Medical supports for practical phonetics; Potential applications of

phoniatrics and logopedics to foreign language pronunciation pedagogy
Magdalena Wrembel (Adam Mickiewicz University, Poznan)

Current trends in foreign language pedagogy haee b#ected by visible influences from other ditioigs
such as psychology, psychotherapy, neurolinguisttsatre arts or technology. This multidisciplinar
approach has spurred the emergence of innovataahitey practices, which became supplementary to
mainstream classroom procedures. Modern pronuanigedagogy has been no exception to this trend (cf
Celce-Murcia et al. 1996, Wrembel 2001 for an oimwof interdisciplinary trends in pronunciation
teaching).

In the present contribution the focus falls onititerface between language and medicine, and this
interface is investigated from the perspective2ptactical phonetics. A claim advocated in thegpagthat
medical sciences, in particular phoniatrics, loghpgand vocology, apart from being of assistana®ice
rehabilitation/habilitation and speech therapy, affi@r valuable insights for the teaching of forelgnguage
(L2) phonetics. It is suggested that selected ésesaised in the treatment of speech defects ofdéiss as
well as techniques of voice projection and hygiemey be incorporated in L2 pronunciation teaching
curricula as they offer efficient means of devehgpnew speech habits.

The reasons for postulating the application of apeuntic and diagnostic methods adapted from
logopedics and phoniatrics to L2 pronunciation gedgy are based on the following assumptions:

(1) Thelanguage-medicine interface is particuleglgvant in the case of the teaching of phondtiesto
its anatomical and physiological bases. Phonetitaild thus be studied as embedded in the
framework of related medical disciplines such ast@amy, physiology, audiology, phoniatrics, and
voice rehabilitation.

(2)  The incapability to control speech organs priypehat manifests itself in speech disorders and
defects, bears some resemblance to the struggle2Hearners have to go through when acquiring
the pronunciation of a foreign language.

(3)  Psychological factors such as inhibitions,-seslieem, language identity are particularly at piahe
acquisition of L2 phonetics as pronunciation isrist salient aspect of language ego (cf. Guiora et
al. 1980). Therefore, the attempts to manipulateejo boundary permeability in L2 acquisition
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require a special approach and predispose thictepéanguage learning to assume a form of a
therapeutic treatment.

(4) Asimilaridea has been embraced by some canpaftware systems designers offering audio-visual
feedback and training for speech or hearing hapgied persons. Hopes have been expressed for the
systems’ application to the learning of foreign gaage phonetics (cf. e.g. the Hungarian
Speechcorrector project or the Colorado VirtualoFand Therapist).

The major goal of this contribution is to raise esveess of the importance of imparting practicalskbr
pronunciation work through a range of exercisesatiyities for improving posture, breathing, phtoi,
pitch range, articulation and modulation. Suchdpewutic and diagnostic methods adapted from logoped
and phoniatrics, that will be discussed at lengtthe actual contribution, include among others:

— the choice of a breathing tract to ensure prepie control and projection

— coordination between breathing and phonation

— breath support (monitoring the tension of bremthmuscles)

— relaxation exercises to reduce muscular tengiesent e.g. in attempted L2 production
— physical strengthening exercises e.g. in the foirarticulatory warm-ups

— lengthening of the phonation time

— logopedic exercises for proper enunciation aedrchrticulation (e.g. tongue twisters)

— proper use of resonators essential e.g. for liGwguality setting

— avoiding hard glottal attack (adapted from Ma&2€p0 andliwi niska-Kowalewska 1999).

In conclusion, it is hoped that the present papr contribute to a closer integration between pnoration
pedagogy and related medical disciplines and, cpresgly, to a more efficient teaching of L2 praatic
phonetics.
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Language communication and its adequacy
Urszula Wybraniec-Skardowska (Poznan School of Banking),
Jacek Waldmajer (University of Opole)

The main task of this paper is to provide a coneapapparatus of a logical general theory of laggua
communication that takes into account the followtimge aspects:

(1) cognitive-communicative function of a naturahguage, according to its genesis,

(2) the so-called functional approach to logicalgsis of this language, and

(3) two understandings of a manner usfe and a manner ointerpreting language expressions in
communication.

By taking into account these aspects and accotdirigetoken-typedistinction of Peirce, a language is
formalized on two levels: first as a languageaakferrobjects (understood as physical, material, emgdiric
enduring through time-and-space objects) and thema-language ¢fpeobjects (understood as abstract,
ideal objects, as classestokens.
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In the paper an axiomatic theory of language conication is proposed. The basic notions of the
theory, i.e. the concept of communication and eglatoncepts: meaning and interpretation of welnfeat
expressionswfeg participating in communication are formalizedtbatypelevel. This is done by utilizing
some notions introduced on thekenlevel such aswusing tokens interpreting tokensand act of
communication.

The conceptual apparatus of the theory allowsdfnd the phenomenon of language communication
and to consider the problem of its adequacy (i.bat\are general principles of correct functionirig o
communicating?), answer the questidthat is language communication at adif?d to consider the problem
of its adequacy (i.&Vhat are conditions of correct communicatipn?

The theory assumes that siikensare primitive linguistic beings. It is based othaory of syntax
formalized on two levels: thiokenrlevel and theypelevel and its expansion to the semantic-pragmatic
theory of meaning and interpretation built by tinstfauthor of the paper [1991, 2006]. On the gcbofthe
theory we may give some answers concerning thdgmrebof adequacy discussed by the second author of
the paper [2005]. In particular, we may formulateew, in an empirical act of communication, holds
understanding, when — misunderstanding or incongmsibn. We may also formulate some conditions of
correctness of language communication in general.
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