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Linguistic complexity
Initial hypothesis
• intra-linguistic hypothesis (central 

assumption of this paper): Aspects within a 
language (genres or text types, historical
stages, etc.) can be graded according to
linguistic complexity.
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Theoretical assumptions
(i) text types encode linguistic features and

differ in complexity (Taavitsainen
2001:141).

(ii) complexity is influenced by linguistic
‘circumstances’ and is not inherent to the 
clauses (Crain & Shankweiler’s 1988 
Processing Deficit Hypothesis)

(iii) complexity as a relational (than-) 
notion

(iv) complexity as a relative notion:
Frazier (1988:204): “there is no general 
unit of complexity (...) which would 
predict in ‘absolute’ terms the complexity 
of a sentence”
=> several metrics 4

Theoretical assumptions
(v) need for connectivity in syntax:

*

the students from Poznań

the students from Poznań

(Hawkins 2006:208, ‘Minimize Domains’ and 
‘Combination’, 2006:211 ‘Phrasal Combination 
Domain)
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Assumptions and
‘hallmarks’

(vi) importance of the subject (external
argument) as far as the determination of
complexity is concerned.
· Davison & Lutz (1985:60): “the high 

load of processing would occur in 
subject position”
· Gibson (1998:27): “modifying the 
subject should cause an increase in the 
memory cost for predicting the matrix 
verb”
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Goal and methodology
• Working hypothesis: arguments

(external ie subjects, and internal ie
objects) behave differently from
adverbials.

• Methodology:
– exploration of linguistic complexity in 

two text types in the recent history of
English

– analysis of the unmarked (preverbal) 
subjects (external arguments), unmarked
(postverbal) objects (internal arguments) 
and adverbials (non-subcategorised
components) of declarative sentences in 
a corpus 1750-1990
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The corpus

Table 1: The corpus (word totals)

108,08635,92934,01338,144Total
34,50011,69410,80012,006letters
73,58624,23523,21326,138news

Total1950-
1990

1850-
1899

1750-
1799

text type 
\ period

corpus: ARCHER (British component)
periods: 1750-1799, 1850-1899, 1950-1990
text types:

- news: formal, written, public
- letters: more informal, written~speech-based,

public~private
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The corpus

Table 2: Distribution of subjects, objects and 
adverbials (nf = normalised frequency per 1,000 
words)

13,1354,7524,2134,170Total

12739
nf=3.33

35
nf=3.24

53
nf=4.41

adverbials

2,312728
nf=62.25

671
nf=62.12

913
nf=76.04

objects

2,778930
nf=79.52

808
nf=74.81

1,040
nf=86.62

subjectsletters

28989
nf=3.67

68
nf=2.92

132
nf=5.05

adverbials

2,9821,290
nf=53.22

1,134
nf=48.85

558
nf=21.34

objects

4,6471,676
nf=69.15

1,497
nf=64.48

1,474
nf=56.39

subjectsnews

Total1950-19901850-18991750-1799text type \ period
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The corpus

Graphic 1: Distribution of subjects, objects and 
adverbials

No significant distributional differences in the 
periods under investigation.
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The corpus
Subjects

Table 3: Pronominal and non-pronominal 
subjects (percentages per text type and period)

7,4251,2461,3601,0691,2361,3571,157Totals

76.55%23.44%74.25%25.74%74.8%25.19%

2,778712218600208778262letters

31.86%68.13%31.32%68.67%39.28%60.71%

4,6475341,1424691,028579895news

pronnon-pronpronnon-pronpronnon-pron

Totals1950-19901850-18991750-1799text type 
\ period
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The corpus
Subjects

• No significant diachronic change.

• Differences in the ratios of pronominal 
subjects: whereas in the news approx. 65% of 
the subjects are non-pronominal, in the letters 
the percentage is the opposite (approx. 75% of 
the subjects are pronominal), which accords 
with the subjective style of the latter text type. 
(The text type of letters is stylistically marked 
and includes many personal pronouns fulfilling 
argument functions -- subject and object.)
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The corpus
Objects

Table 4: Pronominal and non-pronominal 
objects (percentages per text type and period)

5,2942431,7753281,4773771,094Totals

22.8%77.19%30.99%69%29.24%70.75%

2,312166562208463267646letters

5.96%94.03%10.58%89.41%19.71%80.28%

2,982771,2131201,014110448news

pronnon-pronpronnon-pronpronnon-pron

Totals1950-19901850-18991750-1799text type 
\ period
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The corpus
Objects

• Pronominal objects display a much lower 
percentage than pronominal subjects: 

•approx. 10% in the news (vs 35% with the subjects), and 

•approx. 25% in the letters (vs 75% with the subjects).

• In the case of news, the number of non-
pronominal objects is significantly higher than 
the number of non-pronominal subjects.

• Increase of non-pronominal objects (from 
approx. 80% to 94%, especially in the news) =>
(i) end-weight and information as major 
principles of the thematic design of the object 
constituents.
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The corpus
Adverbials

Table 5: Adverbials (per text type and period; 
pronominality issues not considered)

According to Graphic 1, no diachronic change.

416128103185Totals

127393553letters

2898968132news

Totals1950-19901850-18991750-1799text type 
\ period
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The metrics
• size/length:

· Wasow (1997:81): grammatical weight 
implies “size of complexity”
· Yaruss (1999:330): “attempts to separate 
length and complexity are somewhat 
artificial”
– metric1: # of words of the subjects, objects

and adverbials
– metric2: # of words up to the ‘markermarker’ of 

the rightmost immediate constituent
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The metrics
‘Markers’

– assumption: concept of ‘incrementality’:
“the language processing system must very rapidly 
construct a syntactic analysis for a sentence fragment, 
assign it a semantic interpretation” (Pickering et al
2000:5)

– concept: markers alone can characterise the 
syntactic status of the constituents to which 
they belong (~ Chomsky’s syntactic heads; 
Hawkins’ 2006:209 ‘Dependency’). The 
identification of the markers also relies on 
statistical information (Corley & Crocker 
2000:137).

– Kimball’s (1973) ‘New Nodes’ principle: 
“grammatical words (e.g. complementizers, 
conjunctions, articles, etc.) signal the parser to open a 
new phrase” (reported by Frazier 1979:43)
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The metrics
‘Markers’: examples

– Your Ladyship dares me to stop in my new work! 
(1751Richardson.X3) [determiner as the marker 
of the noun phrase]

– Demands (…) without which I can no longer 
answer the Occasions of my Family 
(1751Smollett.X3) [preposition as the marker of 
the prepositional phrase]

– Helen & Bill, by the way, send their fondest 
regards to you both. (1950Thomas.X9) 
[conjunction as the marker of the coordinating 
construction]

– the humility which you laud in a character such as 
that of Macready has always to me a certain 
falseness about it – (1876Trollope.X6) [wh-
proform as the marker of the wh-clause]
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The metrics
‘Markers’: examples (cont.)

– Nato’s first mission was now complete 
(1989TIM1.N9) [’s as the marker of the 
possessive phrase]

– the apotheosis of Scobie – culminating for me in 
the shower of rockets from H.M.’s Navy – is 
sublimity. (1960Aldington.X9) [ing-form as the 
marker of the nexusless nonfinite clause]

– The declaration of neutrality demanded by the 
Minister of France, might have been considered 
as superfluous [ed-form as the marker of the 
nexusless nonfinite clause]

– pleasure-seekers are notoriously the most 
aggrieved and howling inhabitants of the 
universe, (1869Eliot.X6) [noun as the only 
element in the subject noun phrase]
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The metrics
• density:
– metric3: number of immediate

constituents
– metric4: ratio of (all the) words per

immediate constituent
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The metrics
• depth:

– metric5: non-terminal-to-terminal ratio, 
in a ‘simple’ (non-derivational) syntactic 
analysis
• assumption: few non-terminal nodes implies

weak complexity
• phrases (1) and (2) differ as far as complexity

is concerned:
(1) the spy with binaculars from Italy (‘the spy is 

from Italy’)
(2) the spy with binaculars from Italy (‘the 

binaculars were made in Italy’)
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The metrics
(1) the spy with binoculars from Italy

the

spy from Italy

with binoculars
3 non-terminal levels (Minimal Attachment, Frazier 1979; 
favoured by Clifton et al 1991:266 if the PP is not
incoherent as a modifier of spy - if it is, then reanalysis
takes place)
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The metrics
(2) the spy with binoculars from Italy

the

spy
with

binoculars

from Italy

4 non-terminal levels (Late Closure in Frazier 1979 or
Recency in Gibson et al 1996)
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The metrics
• (lack of) efficiency:

– metric6: ratio words-up-to-the marker / 
immediate constituents, inspired by 
Hawkins’ (1994) IC-to-word ratio

– metric7: on-line IC-to-word ratio, based
on Hawkins’ (1994)
(aggregate of the partial divisions of the # of 
immediate constituents by the # of words of such a 
constituent (up to the marker))

[The first detachment] [of the Austrian reinforcement,] [amounting to 24,000 men]  
Immediate Constituent 1 Immediate Constituent 2 Immediate Constituent 3  
3 words 4 words => 7 words up to here 1 word up to and including 

the marker => 8 words up 
to the marker 

 

 
1/3 = 33.33% 

 
2/7 = 28.57% 

 
3/8 = 37.5% 

aggregate 
33.13% 
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Analysis of the data

Graphic 2: Metric1 (no. of words)
• Objects considerably longer than subjects in the two text types.

• Adverbials shorter than objects and subjects, even though most of 
them are (either absolutely or relatively) clause-final (further research).

• Objects longer in the news (O’Donnell’s 1974: average length of 
syntactic units in written language is greater than in spoken language)

• Length of (non-pronominal) subjects is similar in the two text types.

• No statistical difference about the length of adverbials (practically 
identical in the 20th c).
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8
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18th c. 19th c. 20th c.

subj_news
obj_news
adv_news
subj_letters
obj_letters
adv_letters
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Analysis of the data

Graphic 3: Metric2 (no. of words until and 
including the marker)
• Close values for the lexical material which has to be processed in 
order to grasp the syntactic structure of the constituents (previous to 
the marker). Hypothesis: syntactic complexity is not associated with 
either syntactic function (subject, object, adverbial) or text-type 
typology (news, letters), at least in the periods under research. (Maybe 
lexical, and not syntactic, complexity plays a role here.)
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Analysis of the data

Graphic 4: Metric3 (no. of immediate 
constituents or ICs)
Surprisingly similar no. of ICs, which again favours the hypothesis that 
text-type typology and syntactic functions do not play a role in the 
determination of the degree of syntactic complexity.
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Analysis of the data

Graphic 5: Metric4 (words per immediate 
constituent)
• Graphic 5 accords with the results of metric1.

• Whereas metric3 has shown that there are no differences between
functions and text types as far as syntactic complexity since the 
syntactic structure of the constituents is comparable, metric4 shows 
that the ICs of the objects are considerably longer (lexical complexity).

• Objects: (i) metric1 reveals that objects are longer than subjects and 
adverbials, (ii) metric2 concludes that the text previous to the marker 
is almost identical in the three functions, (iii) metric3 shows that the # 
of ICs is almost identical in the three functions, and (iv) metric4 tells 
us that the length of the ICS in subjects and adverbials is comparable, 
THEN, in the objects, the IC(s) after the marker must be especially 
long.
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Analysis of the data

Graphic 6: Metric5 (ratio non-terminal/ 
terminal nodes)
Similar results, so the amount of lexical structure which has to be 
processed per syntactic node is identical (a high value for this metric 
would imply the existence of abstract syntactic structure in the
nominal constituent and, in consequence, an increase of syntactic 
complexity)
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Analysis of the data

Graphic 7: Metric6 (word-to-IC ratio) [all the words in 
metric4 and only the words up to the marker in metric7]

This metric offers the proportion of text per IC which has to be
processed so that the overall syntactic structure of the phrase can be 
grasped.

• No differences between functions and text types as far as the 
syntactic complexity of the pre-marker material. The minor (statistically 
irrelevant) divergence observed in the subjects in the news (< 1 word), 
accords with the results of metric2 that the text previous to the marker 
is almost identical in all functional constituents).
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Analysis of the data

Graphic 8: Metric7 (on-line word-to-IC ratio)
• Subjects, objects and adverbials are similarly regular as far as 
syntactic complexity is concerned (the apparent irregularity evinced by 
the graphic in the case of adverbs is not statistically significant), so 
syntactic complexity (previous to the marker) is comparable in the 
three functional constituents.
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Results of the analysis
• general statistical remark:

same (relative) proportion of subjects, objects and
adverbials in Late Modern and Contemporary English

(agreeing with Graphic 1)
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Results of the analysis
• pronominal status of the constituents:

– subjects:
•diachronic variation: 

– similar proportions of pronominal and non-pronominal 
subjects in the three periods

•text-type variation:
– news: 65% are non-pronominal
– letters: 25% are non-pronominal (subjective style)

– objects:
•diachronic variation: 

– progressive increase of non-pronominal objects
•text-type variation: (weaker differences)

– news: 90% are non-pronominal
– letters: 75% are non-pronominal

Thus, the difference is sharper in the case of subjects, where it
is conditioned by text-type idiosyncracies, whereas the
pronominality of objects is conditioned by general informative
and end-weight principles.

– adverbials: pronominality issues not considered
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Results of the analysis
• Size of the constituents:

– similar size of subjects, objects and adverbials in the
periods under research

– subjects: shorter than objects
– objects:

•much longer than subjects (lexical complexity)
•longer immediate constituents (lexical complexity)

• syntactic complexity of the constituents:
– subjects, objects and adverbials display similar 

syntactic complexity: 
•similar ratio of non-terminal nodes per word
•similar size of the textual material previous to the marker
•similar number of immediate constituents
•similar number of immediate constituents previous to the
marker

– Subjects, objects and adverbials display different
lexical complexity:

•Subjects and adverbials: similar size of immediate
constituents
•objects: longer immediate constituent(s) after the marker
(lexical complexity)
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Concluding remarks
• Text-types can be linguistically characterised

and can be placed on a scale of complexity by 
investigating the (linguistic) complexity of the
clausal constituents

• Minor diachronic differences between Late 
Modern and Present-Day English as far as 
complexity is concerned; only the objects
evince a drift towards more lexical complexity
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Concluding remarks
• Syntactic complexity does not play a role in the

structural characterisation of non-pronominal 
subjects, objects and adverbials.

• Lexical complexity characterises objects as 
more complex than subjects and adverbials.

• Proportions of pronominal subjects and objects 
reveal differences of lexical complexity between:
– news (formal written language)-more complex-
– and letters (informal speech-like language)-less 

complex-.
• Non-pronominal constituents reveal that the 

lexical complexity of news and letters is similar 
in the case of subjects and adverbials, but 
different in the case of objects (which tend to be 
more complex in news than in letters).
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Food for thought
• Beaman (1984:46): “spoken language is just 

as complex as written, if not so on some 
measures”

• Halliday (1985:62): “each [sub-language] is 
complex in its own way. Written language 
displays one kind of complexity, spoken 
language another (...) the complexity of 
written language is lexical, while that of 
spoken language is grammatical”
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Further research
• more text types (Biber 1992:158: “[w]ritten registers 

differ widely among themselves in […] complexity, whereas 
spoken registers follow a single pattern with respect to their 
kinds of complexity”)

• also marked (‘moved’, non-preverbal) 
subjects, subjects in passive sentences and 
(‘moved’, non-postverbal) objects

• fine-grained syntactic analysis:
– differences between adjuncts (modifiers) and adverbial 

complements (Hawkins 2006, 2007)
– differences of right- and left-adjunction/branching: differences of

positioning of complements and adjuncts relative to the heads
– complexity according to the semantic typology of adjuncts (Ernst

2002)
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