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Writing about the developments in the theory of generative grammar, it
has been customary for linguists to establish certain caesuras by which the
theory as a whole or at least selected aspects of it assume a relatively well
defined shape. In syntax it is the Aspects (1965) model that has long been
referred to as the standard model. In phonology the relevant caesura came
three years later and came to be associated with the monumental Sound
pattern of English (henceforth SPE) by Chomsky and Halle (1968).

Standard theories are extremely interesting from the standpoint of the
subsequent developments which grew out of them or arose as reactions to
certain proposals contained in the standards. Also of interest are applications
of the available standard theories to the description of other languages than
those which provided the data for their construction. Since the present paper
purports to concentrate on selected aspects of the relation between phonology

* The principal tenets underlying the present paper werc presented at the April
1981 meeting of the Linguistic Circle of the Department of English, University of Silesia.
I would like to thank all those of my colleagues who raised a number of interesting
questions during the meeting and in private discussion afterwards. I am especially in-
debted to Charles Wukasch for reading an earlier draft of this paper and for making a
number of stylistic improvements. Also my sincere thanks are due to Professor Roman
Laskowski of The Polish Academy of Seiences, Cracow, for a number of helpful comments.
Last but not least, I would like to express my gratitude to all the students of my 1979/80
phonology class, University of Silesia, who were patient enough to listen to my then highly
unsatisfactory formulations and for helping to polarize my position. For any shorteomings
of the work, I alone am responsible.
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and morphology as they appear in the standard theory of phonology and in
some of the post-standard developments, not much will be said about syntax.

Anderson (1979) makes the following lucid statement to characterize the
phonological program of SPE: “In the program of SPE, essentially all opera-
tions on sound structures are performed by phonological rules, which in turn
are freely allowed to contain morphclogical conditions without entailing
a significant difference between rules that do and rules that do not involve
such non-phonological information™ (p. 11).

Subsequent research into the phonologies of particular languages has
brought forth firm evidence that morphelegically cor diticnad 1ules and purely
phonological rules differ in & number of important respects. They can be
briefly described as precedence of morpholegical rules over phonological rules,
subjection of (genuine) exchange 1ules to morphological conditicns, a difference
in interpreting variablcs (especially the X, netatien of SPE) by the two cate-
gories of rules and the restriction of the principle of simultaneous application
to morphologically conditiored rules (for details sce Arcderson 1979:11 ff).

In contrast to the pre-generative theories «f language which recognized
the separateness of moiphology, morphology was largely ignored in the first
decade of the development of generative grammar. Interest in morphclogical
phenomena was awakened towards the late 1960s, especially after the publica-
tion of SPE in 1968, The status of inflectional morphology was examined by
Bierwish (1967), this being followed by studies on derivational morphology.
It is now almost commonplace to say that a morphclogical description of a
language which aspires to be complete must account for both aspects, _t'he
inflectional and the derivational. A detailed discussion of two approaches
to morphology developed in the 1970s, Halle (1973) and Jackendoff (1975),
can be found in Laskowski (1977). Two other interesting works on (English)
morphology can be mentioned at this point: Siegel (1974) and Aronoff (1976).

I now wish to discuss in move detail the last two works. Both Siegel (1974)
and Aronoff (1976) recognize that inflectional morphclogy and derivational
morphology are distinet but related phenomena. Siegel’'s contribution to
(English) morphology lies in the fact that she manages to provide convincing
arguments in support of the claim that the three boundaries of SPE, 4, #
and =, can bereducecd to two, -+ and #. Consequently, the i glish affixes liave
been shown to fall into two categories: these which contain the boundary
(Siegel’s Class I affixes) and those which contain the # boundary (her Class LI
affixes). Furthermore, Class I affixation is shown to precede Class IT affixa-
tion, with the stress assignment rules intervening between the two. As a result,
some of the transformational phonological rules of SPE have been shifted {rom
the phonological component to the lexicon. The latter move has in turn made
it possible to lift global constraints on some of the Class 1I affixation processes
which in earlier accounts required access to information on stress assignment
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which was available only after the transformational phonological rules had
applied.?

Aronoff’s (1976) approach to morphology clarifies the distinction between
regular and irregular morphological phenomena. To account for the regular
phenomena, Aronoff develops a theory of word-based morphology in which
word-formation rules perform operations on words (called bases) to form new
words.? Word-formation rules actually do three different things: (a) specify
a unique phonological operation performed on the base, (b) specify a syntactic
label and subcategorization for the word produced, and (c) specify a semantic
reading for the output. The latter is said to be compositional, i.c., it is a
function of the meaning of the base and the structure of the resulting word.
Generating new words is one major function of word-formation rules and the
same rules can also function as rules of word analysis. In this function, they
analyse morphologically complex words into constituents though the words
may not be “strictly generable from these constituents” (Aronoff 1976:31).

As for the relation of morphological rules to phonological rules, Anderson
(1979:17) mentions a generally valid principle according to which “morpholog-
ical rules precede rather than follow phonologically conditioncd ones™, Aronoff
(1976) has refined this statement and comes to the conelusion that “morpholo-
gical operations can take place at certain very specific places in a phonological

! When Siegel talks about stress assignment rules, she means the kind of mechanism
as was proposed by Chomsky and Halle (1968) or later revisions thereof, especially Hallo’s
(1973) new system of rules, In 1977 Liberman and Prince eame forward with new pro-
posals on how to integrate stress with syntactic structure without making use of the
cycle in the Chomsky-Halle sense. Anderson (1979: 15), commeting on their appreach,
states that the device of the eycle could probably be completely dispensed with. Later dis-
cussion in Linguistic Inquiry (Vol. 10 Number 3 and Vol. 11 Number 3) argues for the
general validity of Liberman and Prince’s approach, excluding perhaps Anderson’s
suggestion concerning the utility of the cyele. In particular, Kiparsky (1979), referring
to Liberman and Prince (1977), emphasizes the importance of the cycle for matrical
structure assignment and, consequently, for stress assigninent.

* Aronoff’s word-based hypothesis has been challenged by Laurie Baucr (1979), who
presents lists of neologisms derived from Barnhart, Steinmetz and Barnhart (1973) which
allegedly call into question Aronoff’s (1976: 21) fundamental assumption that “All regular
word-formation processes are word-based. A new word is formed by applying a recular
rule to a single already cxisting word.” The characteristic feature of Bauer's counter-
examples is that they are made up of affixes alone (i.e., they do not involve roots) and
that as neologisms, they are productive. This strongly suggests that not all new words
are formed from already existing words. Bauer’s examples are no doubt worth examining,
but they merely weaken Aronoff’s hypothesis rather than disprove it completely sinco
the hypothesis is worth retaining even if an overwhelming majority of word-formation
processes are word-based. Also, parallel to Chomsky’s (1977: 127, n. 10) claimn that “phono-
mena do not bear directly on conditions on rules; only rules do”, I would like to suggest

that phenomena (i.e., counterexamples) do not directly disprove hypotheses; only counter-
hypotheses do.
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derivation” (p. 80). This means that morphological rules do not have to precede
phonological rules; they can follow them. However, the two kinds of rules are
believed not to interact. (See, however, Anderson 1979:17 who refers to Chung
and Anderson (forthcoming) to support an opposite hypothesis.)

Chomsky and Halle (1968:9 ff.) talk about two related concepts of surface
structure: as output from the syntactic component and as input to the phono-
logical component. They observe that the two do not always coincide. To
remove the discrepancies, they postulate readjustment rules whose task is to
make the strings generated by the syntactic component fully appropriate for
the application of the phonological rules. (Recall that the standard theory of
phonology of Chomsky and Halle does not include a morphological com-
ponent.)

It so happens that in Aronoff’s (1976) model of morphology, and most
probably in any model of morphology, the output of word-formation rules
cannot always be processed by the phonological rules. To cope with this specific
problem, Avonoff postulates a set of adjustment rules (see especially Chapter 5
in Aronoff 1976). They are of two kinds: truncation rules, which delete designa-
ted morphemes before other designited morphemes, and rules of allomorphy,
which effect phonological changes in specific morphemes which occur in the
immediate environment of other specific morphemes (Aronoff 1976:88, 98,
respectively). The introduction of the morphological adjustment rules relieves
the phonological rules of the task which they cannot fulfil in a natural way:
accounting for morphologically governed alternations. In practical terms, this
means getting rid of ad hoe phonological rules (i.e., rules which are designed
in such a way as to apply to a very limited set of forms) and rules which effect
highly “unnatural” changes.

Among the Polish linguists of the past decade or so who have worked
either on English segmental phonology or on contrastive Polish-English (seg-
mental) phonology, it is not uncommon to aceept the standard theory of
phonology without much dispute. This observation is true of those who have
dealt with low phonetice processes (see for instance Rubach 1975a, b; 1976a, b;
1977), the abstractness controversy (see Gussmann, numerous references,
especially 1972; 1974; 1975; 1977; 1978; and 1980b), and morpholcgy in general
{(see especially Gonet’s (1979) interesting but also controversial paper). It is
obvious that the consequences of adopting the standard theory are much graver
in the last two cases than in the first one.

In what follows 1 wish to concer.trate on Goret's approach, discuss some
of its inadequacies and propcse alternative solutions. In the cowrse of the
discussion I will make reference to the theory of loeal ordering ¢s formulated
by Anderson (several references, especially 1974) and to the theory of word-ba-
sed morphology of Aronoff (1976), that is, theories which are fairly well known
i this country but which have never been exploited in full.
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Gonet’s (1979) objectives are to establish the underlying representations
of English inflectional endings (the discussion covers the regular exponents
of the plural, the possessive of nouns, the 3rd pers. sg. present tense indicative
mood, the regular exponents of the preterite, the past participle and several
types of derived adjectives), to set up a set of phonological rules which will
convert them into their corresponding phonetie representations, and to present
arguments for choosing between competing proposals concerning both represen-
tations and sets of rules. The proposals single out four possible shapes of the
endings: syllabic voiceless (fis/, fit/), syllabic voiced (fiz/, [id/), non-syllabie
voiceless ([s/, [t/), and non-syllabic voiced (fz/, [d/). In the course of the dis-
cussion the representations which contain the voiceless obstruents are excluded
with a fair amount of certainty. The decision as to whether to choose the sylla-
bic or non-gyllabic voiced is less easy to make. In the case of the endings con-
taining the voiced stop, Gonet seems to favour a solution which proposes the
syllabic representation for the derived adjectives and the non-syllabic repre-
sentation for the verbs.

I now wish to review the sets of rules presented by Gonet to derive phonetic
representations from the four possible underlying representations. The rules
will be examined from the standpoint of the input-output relations which
obtain among them. Tt will be shown that if Anderson’s (1974) theory of local
ordering is to be maintaired — and I believe there are good reasors to do so
— the sets of rules will have to be radically modified, with far-caching conse-
quences for the shape of the underlying representations.

Gonet does not seem to be favourably disposed towards issues of rule order-
ing. While commenting on Miner’s attempt at experimenting with different
modes of the ordering of phonological rules, he states that “issues as complica-
ted as rule ordering hypotheses need first to be examined with deep insight
before they can be used as arguments in phonological analyses” (p. 72),
and later in the same passage, “we do not know what the relation in terms of
simplicity is between a pair of extrinsically ordered rules and the same rules
ordered intrinsically”.

Contrary to Gonet’s position, the present discussion of phonological and
morphological phenomena will crucially involve certain ordering hypotheses
a8 arguments.

As is well known, attempts to formulate alternatives to the theory of linear
ordering in phonology were developed in response to the inadequacies of the
latter. These inadequacies are familiar enough and will not be discussed here.
Specifically, I want to refer to the ordering hypotheses as embodied in Ander-
son’s theory of local ordering (see especially Chapter 10 in Anderson 1974).
When viewed from the standpoint of input-output relations and the sets
of linguistic forms to which they apply, phonological rules clearly fall into
two categories: (a) rules which do not interact, i.c., unrclated rules and (b)
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rules which interact, i.e., related rules. Rules of type (b) in turn fall into two
classes, i.e., those which observe the principle of natural order when they apply,
and those which must apply in a counterfeeding order to yield the correct
result. For the latter, the order of application must be stated expli-
citly.

The concept of natural order rests on the input-output relations among
rules. Thus, for a given pair of rules, A and B, applied in the order ‘A pre-
cedes B’, a feeding relation (order) obtains if the application of rule A increases
the number of cases to which rule B can apply. If the application of rule
A decreases the number of cases to which rule B can apply, the resulting rela-
tion is bleeding. If the application of rule A has no effect on the number of cases
to which rule B can apply, the relation is neutral.

Given a pair of rules, A and B, either A can precede B or vice versa. How-
ever, in terms of input-output velations, the two orders of application may,
but need not, be different. The notion of natural order can be defined as fol-
lows: “where only one of the two pessible orders for a given pair of rules is
feeding, the feeding order is the natural one; ... where only one of the two
possible orders is bleeding, the other order is the natural ore. In all other
cases (i.e., when both possible orders are of the same type) no natural order
is (yet) defined”” (Anderson 1974:147).

Since in any particular language the (related) rules which defy the prin-
ciple of natural order constitute a relatively small percentage of the total
number of rules (this follows from the well-established principle of “the pre-
ference of languages for ‘feeding’ orders,” Anderson (1979:16)), it is only
for this subset of rules that the ovder of application will have to be stated
explicitly. There is nothing to be said about the order of rules which do not
interact. Also, nothing needs to be said about these rules which apply in the
natural order. The principle of natural order can thus be elevated to the sta-
tus of a metatheoretical statement and, given its generality, may be considered
a linguistic universal.

Given an outline of the theory of local ordering, let me proceed to a discus-
sion of how this theory can bear upon the choice of underlying representa-
tions and phonological rules. On the assumption that the underlying represen-
tation (UR) of the inflectional endings is syllabic voiceless, Gonet (1979:66,
69) sets up three phonological rules to derive the corresponding phonetic
representations (PR) (his representations and rules are repeated below as (1)):

(1) UR: [is/ [bitdkis/  [pigdkis/ [boydkis/ [kisdkis/
deletion o o o
voicing T Z Z
voicing 11 /
PR: [bits] [pigz] [boyz]  [kisiz]
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Leaving aside the problem of the exact formulation of the above rules,
let me state the input-output relations as they obtain between pairs of rules
formed from the three rules given in (1).

(2) a. The order ‘deletion precedes voicing I° is feeding: the opposite order is
neutral. Thus the order “deletion precedes voicing I’ is natural,
b. The rules voicing I and voicing IT do not interact.
c. The order ‘deletion precedes voicing 11 is bleeding; the opposite order
is neutral. Thus the latter is the natural order.

It follows that if languages do in fact display a preference for feeding orders,
the three rules under consideration should be ordered as in (3): ’

(3) Voicing IT precedes deletion which in turn precedes voicing T.

Given the fact that voicing IT applies before the other two rules, and
also considering the fact that the rule in question has been designed so as to
voice the desinential obstruent i forms such as [kis4is/in (1) above, it appears
that voicing II will apply to all the forms specified in (1). This in turn obviates
the need for voicing I but, simultaneously, a rule of devoicin g will be required,
superseding the rule of voicing I in (3). In effect, the rules which will be
arrived at are those in (4), to be applied in that order:

(4) Voicing IT precedes deletion which in twrn precedes devoicing,

Consider now the implicatiors that the scheme in (4) carries with it for
t?le form of the underlying representation of the relevant endings. The applica-
f:IIOI'L of voicing IT will in fact convert cvery instance of [#is/ into [4iz/. In
view of this, one might as well postulate the latter as an underlying represen-
tation. This move would obviously eliminate the need for voicing IT and the
set of rules would be reduced to two, as in (5):

(8) Deletion precedes devoicing.

Thus, followicg the principles of the theory of local ordering, we have
arrived at the conclusion that the underlying representations of both the
regular plural ending and the regular ending of tle 8rd pers. sg. should be
syllabic voiced rather than syllabic veiceless, and the rules that derive the
f}ﬂrresponding phonetic representations are deletion and devoicing, applied
in that order. Since the order ‘deletion precedes devoicing’ is feeding for
the relevant set of forms, the opposite order being neutral, we conclude that
the order ‘deletion precedes devoicing’ is natural. The conclusions reached
fully accord with the tenets of the theory of local ordering. Also, they coincide
with the third possibility discussed by Gonet (1979:67, 70), though he does not
use arguments which hinge on ordering relations to any considerable extent.
I.t- follows that syllabic voiceless is not a plausible underlying representation
for the endings discussed so far.
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Another candidate for the underlying representation is [s/, i.e., non-sylla-
bic voiceless (cf. Gonet 1979:66, 70—71). The rules which Gonet presents to
effect the required mapping are as follows (his representations and rules are
repeated below as (6)):

(6) UR:[s/ [bit#s/  [pig#s/ [boyds/ [kisd#s/
insertion i
voicing I Z zZ
voicing II %
PR: [bits] [pigz] [boyz] [kisiz]

Input-output relations will be examined as before, with the exception
that the rule of insertion will require more attention than the remaining
ones. This is because the vowel [i/ can be inserted at three different places
in the strings of the [kis#s/ type. To illustrate this, let me first observe that,
given the standard assumptions, the full representation of the last string will
be [#[#kis#]x#s#]y. This follows from the well-known convention of
Chomsky and Halle (1968:12—13) according to which ‘“‘each lexical category
(e.g., noun, verb, adjective) and each category that dominates a lexical cate-
gory (e.g., sentence, noun phrase, verb phrase) automatically carriers a boun-
dary symbol # to the left and to the right of the string that belongs to it”
(in the literature this convention is referred to as SPE-I, cf., e.g., Selkirk 1972,
Siegel 1974). On the Siegel (1974:97) analysis of English inflectional phenomena,
the plural marker, in its regular behaviour, is rewritten as [#s/. Thus, the
form of the string [#[#kis#]n4s 4]y is fully accounted for,

One might attempt to simplify the representation given above by applying
the convention proposed by Selkirk (1972:12) which is known under the label
of SPE-II:

(7) In a sequence W]x#]vZ or Wy[4#x[#Z, where Y 8, delete the “inner”
word boundary.

The net effect of applying (7) to the case in question is (8):
(8) [H[kis#]ns4]x

Since the rules of segmental phonology disregard labelled brackets,
(8) can be further represented as (9) or (10):

(9) [#kis# #s4#]n
(10) [4kkigdk s/

Returning now to the vowel insertion rule, depending on its farmulation
three different outputs are possible:
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(11) a. [H#kis# H#is#/

b. [4#kis#iHs/

c. [Hkisid #s4/
Since, disregarding the details of rule formulation, there is not much difference
between (11a) and (11b) from the standpoint of how the two rules of voicing
mentioned in (6) apply, I will only examine the ordering relations as they
obtain between the rule of insertion and the rules of voicing for only two
possible outputs of the rule of insertion, for instarce (11a) and (11e¢):

(12) a. The insertion rule produces [4kis# 4is#/ as its output: The order
‘insertion precedes voicing I’ is bleeding; the opposite order is neutral.
Thus the order ‘voicing I precedes insertion’ is natural.

a’. The irsertion rule produces [4#kisi4 #s4#/ as its output:

The order ‘insertion precedes voicing I’ is neutral; the opposite order
i8 also neutral. Thus no natural order can be stated for the two rules.

b. The rules of voicing I and voicing II do not interact when the output
of the insertion rule is (11a) or (11b). The rule of voicing II is redundant
when tlLe output is (11a).

c. Regardless of whether the output of the insertion rule is (11a) or (11b),
the order ‘insertion precedes voicing 11 is feeding; the opposite order
is neutral. Thus the order ‘insertion precedes voicing IT’ is natural.

With regard to (12a’) it is interesting that, although no natural order
can be defired for it, the case is very instructive. Thus, when voicing T pre-
cedes insertion, voicing I applies” vacuously to strings like [4kis# 484 /.

The insertion rule then produces as its output the string [¥Kisid s 4/,

which is incorrect. The correct string obtains only after voicing I has reapplied,

implying that the plausible order is ‘insertion precedes voicing I’. The latter
ordering obviates the need for the rule of voicing II, whereas in (12a) the
rule of voicing II is required.

The cases for which natural order can be defined, i.c. (12a) and (12¢),
suggest the following order of the rules under discussion:

(13) Voicing T precedes insertion which in turn precedes voicing I1.

Consider briefly the nature of the rules in (13). Voicing I is a rule which
voices a desinential obstruent by making reference to the last segment of the
preceding formative acrcss double (# #) word boundary. In one of its formula-
tions, the rule of insertion inserts a vowel to the right of # #, before the
segment fs/. Both voicing I and insertion are phonological rules. Voicing
IT voices the segment /s in the context i #, but is obviously a strange
kind of rule. It resembles the lexical redundancy rules of Chomsky and Halle
(1968:171) in that it does not apply across morpheme boundaries (Chomsky
and Halle’s position on the lexical vedundancy rules is that “they belorg
to the system of readjustment rules rather than to phonology,” p. 171. Also
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see Hooper 1975 for a discussion of the status of lexical redundancy rules.)
On the other hand, the rule in question cannot be considered a lexical re-
dundaney rule since, rather than fill in an unspecified cell, it changes the
value of the feature voice. The role of voicing 1T in the derivation of the voiced
allomorph seems to consist in accomplishii ¢ what the preceding rules are
unable to do. This strongly suggests that, given the underlying representation
/s], the purely phonological rules are unable to derive the required phonetic
representations. Ipso facto, [s{ is not a plausible underlying representation.

The discussion so far has led us to the conclusion that syllabic voiced
should be preferred to syllubic voiceless, and non-syllabic vciced to non-
syllabic voiccless. The motivation in ecach case is slightly different. Thus
it is not true that the arguments that rule out syllabic voiceless as an underlying
representation automatically carty over to non-syllabic voiceless (see Gonet
(1979:70) who subscribes to the opposite view). Before arguments are given
for choosing between syllabic voiced and non-syllabic voiced, let me discuss
the plausibility of the latter.

As carlier, let me repeat the relevant derivatiors from Gonet (1979:67):

(14) UR: [z/ [hit #2z/  [pig#z/ [boy#z| [kisdz/
insertion i
devoicing 8
PR: [bits] [pigz] [boyz) [kisiz]

The ordering relations holding between irsertion ar d devoicing are stated
in (15):

(15) The order ‘insertion precedes devoicing’ is bleedirg (on the assumption
that the vowel [i/ is not inserted to the left of #4 (=% in Gonet’s
interpretation); the oppesite order is neutral. However, in the orthodox
formulution of the rule of devoicing, this order produces an incorrect
result. Therefore, the two rules must apply in a counter-feeding order.

The conclusion reached in (15) does not directly violate the theory of
local ordering because the theory does allow a (relatively small) subset of
rules to apply in a counter-feeding order aiid, as a result, for these rules the
order of application must be stated explicitly. S‘multarcously, however,
one might call attention to the tendency of languages to maximize natural
order and argue in favour of syllabie voiced as the underlying represen-
tation since the rules discussed in connection with the latter do not violate
this tendency.

Consider now that part of my statement in (15) “in the orthedex formula-
tion of the rule of devoicing,” by which I mean, for instance, the following
(in aecord with the remarks above, the environment should in fact be gtated
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as [-voice] # F——#):

(16) [4obstruent]—[-voice] [ [-voice] #——4

Rule (16) appears, for instance, in Anderson (1974:58) and Gussmann (1980a:83),
Gonet’s (1979:70) rule:

—sgonorant
(17) | 4-coronal
—distributed?

—[—voice] [[—voice] #——3

differs from the formulation in (16) in that the specification [—sonorant]
is used to designate the class of obstruents and in that the specification
-+coronal

[ —distributed
ing on the inflectional marker, the relevant rule introduces in the dash position
of the environment no other cbstiuents but [z/ or [d].

Of course, a non-orthodox formulation of the rule is also possible. Suppose
that the rule were formulated in such a way as to capture the generalization
expressed in (18):

is in fact redundant. This follows from the fact that, depend-

(18) The endings marking, among other things, the regular plural and the
regular past tense contain a voiced obstruent whenever the word they
+distributed
obstruent
+ coronal :'
which in turn exhibits agreement with the desinential obstruent in
terms of the feature strident. In the latter case, a vowel intervenes between
the desinential obstruent and the word attached to, which process is
taken care of by a separate rule.

attach to ends in a voiced segment or in a [

The generalization expressed in (18) is captured by the following rule:
—voice
-cor o
(19) [—son] — [p <—>—voice]/ —son # [a <ocst-1'i(l>] ¥
+dist

a \a strid
Coadition: if «, then b.

That part of the generalization stated in (18) which refers to the presence
of an intervening vowel can be accounted for by rule (20):4

# See note 5 below for comnments on the use of the feature [distributed].
i Gonet (1979: 71, 72) presents two rules of vowel insertion, R-5 INSERTION and
R-6 INSERTION, repeated below as (i) and (ii), respectively:

J-eoronal J-coronal
(1) é—1i | | +obstruent # — | +obstruent #
astrident astrident

Bdel. rel. pdel. rel. -
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~+syll ~+cor ~+cor

(20) g— | +high | /[ | —son | #——— | —son | #
—Dback +dist +dist
—tense astrid astrid

Remark: In the right-hand column of the environment, the specifications
[+cor] and [+-dist] are redundant. They have been included here
for the reader’s convenience only.

Thus, the rules of devoicing and insertion have been reformulated in such
a way that the problem mentioned in (15) no longer arises. That is, in the
present formulation of the rules, the order ‘devoicing precedes insertion’
is neutral and the opposite order is bleeding; therefore the former is the natural
one,

Observe that the bleeding effect of (20) on (19) is such that it makes the
condition accompanying (19) useless: it can never be met. This is due to the
fact that the a part of the condition in fact incorporates the environment
part of rule (20).

The same ordering relations obtain if the environments of rules (19) and
(20) are stated as (21) and (22) respectively:

—voice
-+ cor L
(21) —8on #* # a<<ostrid>| 4
“+dist
_a \a strid

astrident astrident
(ii) #—1i [ | 4coronal # — [-f—-coronﬂ-l ] E 3
Beontinuant Peontinuant
—nasal |
Rule (i) is identical to Anderson’s (1974: 58) rule (8a). It appears that rules (i) and (ii) do
not do the same things. In particular, rule (ii) is unable to insert a vowel when the desinen-
tial obstruent is a fricative and the word attached to ends in an affricate. This may scem

gstrident
somewhat surprising since the specification | 4-coronal |, when viewed in isolation,
Peontivant
—nasal
does account for affricates. The problem lies in the specification to the right of the cnvi-
ronmental dash. The latter can only pick up a desinential fricative (when a==f=4) or"
a stop (when = ff= —). In other words, what the environment part of rule (ii) picks up as a

whole depends on what kind of obstruents ean occur in the desinence,

Rule (1) picks up the relevant strings only when fricatives are described as [+ delayed
release]. Although this mode of looking at fricatives is not alicn to Chomsky and Halle’s
(1968) practice (see especially Table 13 on p. 413 in which fricatives along with afiricates
are specified [ delayed release]), it is at variance with the statement found on page 318 of
SPE: “These features [i.e., instantancous rcelease — delayed release, P. R.] affect only
sounds produced with closure in the voeal tract.” (Cf. also page 321: “Only sounds pro-
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~+cor ~+cor
(22) —son #—# |—son | #
+4-dist ~+dist
astrid astrid

Rules (21) and (22) have been stated so as to apply to strings presented ag
(10) above and to incorporate the possibility expressed in (11b).

To summarize, the discussion so far has reduced to two the number of
possible representations associated with the endings of the regular plural
and the 3rd pers. sg. The representations eliminated are syllabic voiccless
(/is/) and non-syllabic voiceless ([s/). The feasibility of formulating rules (19)
and (20) above shows that the arguments used also carry over, at least partially,
to the problems posed by the endings of the preterite and past participle of
regular verbs. Nothing has been said about the morphology of adjectives
derived by adding the suffix [(i)d/. The arguments uscd in the discussion
crucially involve reference to the theory of local ordering. Two major issues
remain to be considered, namely, the question as to which of the two re-
mainiLg representations, syllabic voiced and nonsyllabic voiced, is the more
plausible, and the problem of the relation between, on the one hand, the
suffix deriving certain classes of adjectives and, on the other, the preterite and
past participle endings appearing with regular verbs.

The rules connected with the non-syllabic voiced representation (/zf)
have, it scems, been adequately formalized. To answer the first of the two
questions raised above, one should also have access to the formalization of the
rules of deletion and devoicing as they apply to syllabic voiced (/iz/). They can
be written as (23)® and (24):

duced with closure can have different types of release.”) It seems desirable that release
features be limited to the class of stops and affricates, as is done for instance in Schane
(1973: 28— 29), but ¢f. Anderson (1974: 298),

¢ Rule (23) appears to be an improvement over Gonet’s (1979: 69) Rule-1 DELE-
TION, which for the reader’s convenience is repeated below as (i) (important details omit-
ted in the original version have been supplied):

-+ sonorant —sonorint

(i) o » ¢/ —coronal # — | +coronal #*
-+ distributed —distributed
gstrident — astrident

First, in all the rules presented by Gonet which mention the segments /z/ and /d/,
they are referred to as [ —distributed]. Chomsky and Halle’s (1968) approach to the feature
[distributed] is summarized in Table 62 of Ladefoged (1971:102). The specification
[+distributed] encomnpasses bilabials and palatoalveolars; labiodentals and retrofiex
sounds are classed as [ —distributed]. Dentals and alveolars are said to differ in the value
for the feature distributed. Since palatograms of the English dentals and alveolars (cf,
for instance the excellent palatograms in Jones 1960) show the alveolars to be produced
with a longer constriction than that of the dentals, the former should be deseribed as
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[+son]
[«——cor‘] —80n

(23) [+syll]>¢/ lii:;fiﬁt)] *H— |:~—ast1-id]
[+cont]

(24) [—son]—-[—voice] [ [—voice] # #————%

The problem which remains is choosing between (25) and (26):

(25) The underlying representation is non-syllabic voiced and the set of two
rules formalized as (19) and (20) (revised as (21) and (22)) above is applied
to derive the corresponding phonetic representatiors.

(26) The underlying representation is syllabic voiced and the set of two rules
formalized as (23) and (24) above is applied to derive the corresponding
phonetic representatiors.

Recall that since rules (19) and (20), as well as rules (23) and (24), apply in
a natural order, factors other then ordering relations will have to determine
the decision.

Let me start by examining the case in (25). One major objection which might
be raised in connection with the fashion in which rules (19) and (20) have been
formulated is that part @ of the condition attached to rule (19) in fact includes
an important part of the environment which is present in rule (20). It might
be argued that this inclusion crucially involves the unnecessary repetition
of certain phonological material. In this connection one might also object
that rule (19) states voice assimilation in an unnatural fashion.

With regard to the first of the above-mentioned objections, I would like
to observe that the complexity of the formulation of rule (19) buys an impor-
tant change in the ordering status of the rules of deletion and insertion: a pair
of rules which originally applied in a counter-fceding order now apply in
a natural order. This gain, I wish to emphasize, is not to be underestimated.
Rules which apply in a counter-feeding order require explicit ordering state-
ments which are language-particular; rules which observe the principle of

[+distributed] and the latter as [—distributed]. This solution is followed for instance in
Rubach (1976a).

Second, the interpretation of the specifications enclosed between the braces in rule (i)
above presents a major problem. The fact that square brackets oceur outside the braces
implies that for instance the specification [xstrident| can co-occur freely with any other
specification contained between the braces. Thus, if [—strident] redundantly co-oceurs
witl: [+ sonorant], the vowel deletes only when the desinential obstruent is /z/. There is
no way to delete the vowel when the desinential obstruent is /d/, since for this to happen,
the feature [<-sonorant] would have to co-oceur with the specification [ 4-strident], which
is impossible. Rule {23) avoids problems of this kind.
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natural order require a natural ordering statement which has the status of
a methatheoretical statement.

Consider now the objection that rule (19) states voice assimilation in
an unnatural way. I wish to argue first of all that naturalness defies the
principle of dichotomy; i.e., it is not true that descriptions, rule formulations
or configurations are either natural or unnatural. It seems to be the case
that there are several degrees of naturalness. The statement of naturalness
is no easy matter since naturalness is a function of a number of factors, includ-
ing the system of distinctive features used. In his important 1967 paper
McCawley presents examples of phonological processes which must be viewed
as processes of dissimilation when stated in terms of the Jakobsonian distinc-
tive feature framework (in this connection McCawley refers to Jakobson
Fant, and Halle 1951 and some of the earlier works by Jakobson), althougl;
they appear to be processes of assimilation when reinterpreted in terms of the
system of features proposed by McCawley.

Since one of the rules under discussion involves reference to voicing phe-
nomena, let me dwell a bit longer on the naturalness of the latter. Two rules
will be discussed in this connection, intervocalic obstruent voicing, which
affects either all the obstruents in a given language or only the plosives or
fricatives (for details see Dinnsen and Eckman 1978), and word-final obstruent
fle\r(llicing which exists, for instance, in Polish. Leaving details aside, the follow-
Ing 18 & possible rule of intervocalic obstruent voicing:

((27) [—son]—>[-voice] ] [-+syll] —— [4syli]

Rule (27) is a slightly modified version of Dinnsen and Eckman’s (1978:6)
rule (7c.).) Since [+syll] segments are voiced, one might refer, correctly,
to the [voice] specification associated (redundantly) with the [+syll] seg
ments mentioned in the environment part of rule (27), and convincingiv argue
that the rule describes a highly natural process. .

Let us now proceed to the Polish rule of obstruent devoicing. On the
Rubach (1975a:133, rule 9) analysis, the rule assumes the shape of (28):

4 (a)
(28) [-+obst]—[—voice] | —— ¥ l+s—(gi[(l)]bst v
(#) [«\'oice] ©

Although it appears that (28c) alone is a fairly natural process, (28b) clearly
fioeﬁ not state obstruent devoicing as a process of voice assimilation. (2&;.)
1s problematie: since a single occurrence of # does not bring about the process
of devoicing, by analogy to (28b) and (28¢) one would have to hold the second
occwrrence of # in (28a) responsible for the phenomenon of obstruent de-
voicing. Now, on the Chomsky and Halle (1968:66—67) analysis of boundarics,
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boundaries differ from segments in that the former are specified [—segment]
while the latter are specified [+scgment]. Furthermore, since boundaries are
supposed to differ frcm ore another in terms of feature compesitiors (speci-
fically, [FB] and [WB]), it would perhaps not be totally unreasonable to say
that all of the [—segment] entities are autematically specificd minvs (—) for
all the other distinetive features, and that distinctive featuics may he specificd
-+ or — only in entitics which wre specificd 4 fer the featuie [segmar t]. Given
this assumption, the 4 bcundary in (28a) could be aralyscd as being, emor g
other things, [—voice], and the prccess that (28a) Cesceribes might be vicwed
as a process of voice assimilaticn.

This view of the nature of boundarics wes net ureccmmon in the first half
of the 1970s. For instance, while speakirg zbout the devoicing of chstiverts
in English, Rubach (19754:127) states: “If a voiced obstruent appears after
a pause or a voiceless segment then it is devoiced in the part adjacent to the
voiceless context.” Rubach obvious'y feels thet a peuse bowrdary should
be treated as a type of voiceless cortext on a par with voiceless scgmerts.
On p. 128 he proposes “to regard pauses o8 functionally veiecless cbstivents”,
which idea is traced back to Lass (1971), who is reported to maintain that
“for German word boundaries should be treated functiorally «s voiceless ¢bs-
truents.”

This view of boundarics has been questiored by Aroncff (1976:121—122,
passim), who holds that as stiuctural entities, bour.daries have no phorclegical
substance in themselves and that “The phenological reflection of a Foundary
is a corstraint on the operation of phonological 1ules.” He dismisses the sugges-
tion according to which at least some boundaiies are analysed into phonolcgi-
cal features, and argues that this suggestion is “‘as sensible as claiming that NP
brackets are [—continuant]” (p. 122).

In the foregcing paragrapls I have described certain yiceesscs as natural
without even providing a hint as to the natwre of naturalr ess. Ore important
clue can be found in the definition of the natural class as presented by Halle
(1964:328; i.c., “a sct of speech sounds forms a natural class if fewer fvalun's
are required to designate the cless than to designate any individual sourd in
the class”). Since phonological processes crucially involve natural classes,
it is in this sense that they can be viewed as natural. It may happen, however,
that a phonological process affects a natural class of segments in environmer ts
which also appear to form natural classes, but the process as a whole dces
not give the impression of being natral. This was the case with the processes
of palatalization referred to above in connection with McCawley (1967); 1.c..
for a process of palatalization to be natwal it is not enough that t}.ur «-i_. =8
of segments undergoing the process and the cluss of segments conditior 1 g
it are statable as natural classes. One might impese an additional 1equiremer t
such that there should be at least one feature [F] shared by the two (or more)
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classes, but whenever one  of the classes is specified a for the feature, the
other is specified —a for the same feature. The process then affects the value
of the feature so that the classes no longer differ in terms of the values for this
very feature.

Returning now to the problem of the naturalress of rule (19), it can be
observed that if the notion of natural process presented above is taken into
account, the rule is natural in the interpretation when the condition it con-
tains is disregarded. Does it mean that the presence of the condition makes
the rule less natural? This does not seem to be true. The condition SAYS 10
more than the following: “Leave intact the value for the feature [voice]
whenever both the class of segments which is supposed to undergo devoicing
and the conditioning class display identity in terms of the features mentioned
in part @ of the condition.” It follows that, regardless of whether or not the
condition is included, rule (19) is a fairly natural formulation.

With regard to the duplication of phonological material as it oceurs in
rules (19) and (20), it was stated that this duplication contributed an import-
ant ordering gain. Turning to rules (23) and (24), it turns out that although
rule (24) duplicates nothing in rule (23), rule (23), especially the specification
enclesed in braces, makes use of classes of segments which overlap. For instance,
the specifications [4-son] and [—cor] include, among other things, the segment
/m/. Overlapping specificatiors crucially underlie the phenomenon of overkill,
discussed in Rubach (1976b). The status of duplication is unclear. Whereas
overkill, which crucially depends on duplication, is believed to be “an una-
voidable consequence of the nature of phonostylistic rules” (Rubach 1976b:45—
46), other cascs of duplication are generally considered to result in undesirable
complication of the grammar. Therefore, in what follows duplication will
not be referred to as an argument.

In view of the discussion above, it follows that, given rules (19), (20),
(23) and (24), there is not much ground for choosing between the alternatives
stated as (25) and (26) above. Also, it appears that the line of argumentation
developed in connection with the possible underlying representatiors Jiz/
— [z[ carries over to the representations [id/—/d/, since all of the Tules mention-
ed above have been so designed as to take care of the ending regardless
of whether the obstruent it contairs is [4-continuant] or [—continuant].

I now wish to discuss one other problem raised by Gonet (1979:72—175),
namely, the relevance of the -(¢)d-derived adjectives to the problem of the
underlying representation of the endings which mark the preterite and past
participle of regular verbs.

Following earlier studies by other authors, Gonet seems to favour the solu-
tion which suggests that the adjective-deriving suffix should be [/id/ in contra-
distinetion to the preterite- and past participle-deriving suffix which is /d/.
It is further argued that, if the latter were stated as /id/, the class of derived
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adjectives would have to be marked as not undergoing the rule of i-deletion.
On the other hand, no exception features need be introduced when no such
assumption is made.

Two misguided assumptions underlie the solution presented by Gonet.
First, the class of adjectives is believed to form a completely homogenecus
class which is opposed to the class of verbs (i.e., their preterite and past
participle forms) by virtue of the form of the underlying representation of
the suffix. Second, the alternation [id/~/d[~/t/ in the class of adjectives
is assumed to be phonologically governed. I do not know the reason for this
confusion.

Before continuing, I wish to make one cbservation in passing, namely,
that whercas the specification of the preterite and past participle endings
is part of English inflectional morphology which is taken care of by the syntac-
tic component (prior to the phonological rules), the specification of the suffix
in derived adjectives takes place in the lexicon and is part of the derivational
morphology.

That the first of the above-mentioned assumptions underlies Gonet’s line
of reasoning is corroborated by the data he analyses and by generalization 1

(p- 73):

(29) LIST 1 LIST 2a LIST 2b
léar[nid] asha[mid]ly ashd[midness
a[dzid] prepéa[rid]ly prepé[ridness
créolkid] léar[nid]ly léar[nid]ness
cré[gid] mér[kid]ly mér[kid]ness
jalgid] admiftid]ly admi[tid]ness
wré[t fid] amé[zid]ly amé[zid]ness
LIST 3a LIST 3b
asténi[ [t]ly asténi[ [t]ness
dimini[ [t]ly dimini[ [t]ness
detérmi[nd]ly detérmi[nd]ness
exdcerba[tid]ly exdcerba[tid]ness
spécif[ayd]ly spéeif[ayd]ness

predecup[ayd]ly predecuplayd] ness

The generalizations which are supposed to refleet the distribution of the
fid] form of the suffix ave s follows:

(30) a. [i] appesrs if the stem-final syllable is stressed, regardless of the nature
of the stem-final syllable (i.e., whenever the stress-conditioned environ-
ment s met), and ‘

b. [if cppears il i meets the phonologieal (i.e. dft-d) context, regardless of

SUICSs,
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Note that although Gonet intended to capture certain generalizations with
regard to the class of derived adjectives, the data presented in (29) in fact
includes three categories of items: derived adjectives (List 1), derived adverbs
(Lists 2a and 3a) and derived nouns (Lists 2b and 3b). The feature shared
by the data in Lists 2a, b—38a, b is that in all of them a derived adjective
serves as the base of adverbial or nominal derivation. The question which
suggests iteself is whether it is correct to disregard the (as yet unexplained)
effect of the suffixes -ly and -ness on the phonological shape of the base. If it
were true that the suffixes had no effect on the base, we should expect all of the
derived adjectives to have the same phonological shape regardless of the mor-
phological environment in which they occurred. For instance, the derived
adjectives ashamed and amazed should have the syllabic form of the suffix
when used in isolation, but this is not the case.

A preliminary study of the -(e)d-derived adjectives shows that their
surface forms display a greater amount of variation than one might expect.
Generally, the following classes can be distinguished among the adjectives:

(31) A class of adjectives ending in the syllabic form of the suffix, which
contrast with the corresponding adjectives containing the non-syllabic
form,$ e.g.:

a learn[id] word="‘a word which is learn[id]’
a learn[t/d] word="‘a word which has been learned (by someone)’
This class includes all the adjectives presented in List 1 of (29).

(82) A class of adjectives ending in the syllabic form of the suffix, which

can be used interchangeably with the corresponding adjectives containing

the non-syllabic form (i.e., the syllabic and non-syllabic forms are in free
variation), e.g.:

[id] [id] [id]
“"'m{[d]}’ hoof { [t]}’ ’“’"’”{ [tJ}

(33) A class of adjectives possessing roughly the properties of (32), except
that one of the variants is stylistically marked, e.g.:

a. The non-syllabic variant is archaic (with a change in spelling)?
[id]
bless
{[t-]
b. The syllabic variant is poetic:

[id]
prepar {[a]}

¢ The data for the classification in (31) —(35) have been taken from T'he compact edi-
tion of The Oaford English dictionary (henceforth CEOED).

7 Strictly speaking, the label archaic is a difforent kind of marking index than that
of poetic in (33b) in that items which are marked as archaie cannot easily be accounted

for in a synchronic description. This means that for the purposes of morphological deriva-
tion the base bless belongs among the items listed in (31).
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(34) A class of adjectives which always take the syllabic form of the suffix
by virtue of the fact that their base ends in a coronal stop (/t/ or [d/), e.g.:
land|id] (aristocracy)
admit[id] (departure from the norm)
(35) A class of adjectives which always take the non-syllabic form of the
suffix, e.g.:

amaz{d], asham[d], astonish[t], mark[t]

In view of the above data, it follows that it is only in (34) and (35) that the
form of the suffix (i.e., syllabic vs. non-syllabic) is governed phonologically:
the syllabic form occurs whenever the final segment of the word attached to
is [t/ or [d], the non-syllabic form elsewhere.

Turning now to the derivatives in -ly and -ness formed from the -(e)d-
derived adjectival bases, it appears that if the base of derivation is constituted
by some of the adjectives mentioned in (35), the vowel /i/ intervenes between
the base and the adjective-deriving suffix, e.g.:

(36) a. amaz[d], but amaz[id)ly, amaz[idlness
mark(t], but mark[id]ly, mark[idness

Since the adjectives listed in (32) and (33) follow the same pattern, it can
be conveniently assumed that their derivatives in -ly andfor -ness are, in an
overwhelming majority of cases, formed from the [id/ variant of the adjec-
tive.®

Contrast the behaviour of the above adjectives with that of such derived
adjectives as astonished, which do not have any intervening vowel in their
derivatives in -ly and -ness. The difference between the astonished type of
adjectives and those exemplified in (36) is aceurately accounted for by the
generalization in (30a) (=Gonet’s (1979:73) generalization 1.). At the same

¢ This assumption can be dispensed with. Consider a preliminary formulation of the
word formation rules which derive adverbs from adjectives by attaching the suffix ¥ Iy,
and abstract nouns from adjectives by attaching the suffix kness:

1) [X]a=»[[X]a # ly]aav
(ii) [X]a =+ [[X]a 3 ness]x

Examples of adjectives which undergo rule (i) include the following: active, bad, happy,
lucky, nice, and numerous -(e)d-derived adjectives, Since it appears that no phonological
conditions need be imposed on the class of adjectives in question, rule (i) will apply to
adjectives containing both the syllabic and non-syllabic forms of the suffix. If a derived
adjective containing the non-syllabic form of the suffix happens to undergo rule (i) or (ii),
the derived adverb or noun in turn will undergo rule (43) (seo below) whenever it moets
its structural description. Since only the astonished class of adjectives doos not meet the
strucbural description of rule (43), it follows that all adverbs and nouns form>1 from the
remaining -(e)d-derived adjectives will follow the pattern exemplified in (36).
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time. however, it should be realized that the generalization in question is
incorrect when applied to independently occurrirg adjectives, but ig correct
when used to explain the behaviour of derived adjectives which go to compose
derivatives in -ly andfor -ness.

Consider now the problem of how to formulate the derivational rules needed
to generate the class of derived adjectives. I would like to suggest that the items
which serve as bases in the process of derivation be divided into two classes:
marked and unmarked. The class of marked bases would comprise all the
examples listed in List 1 of (29) and possibly many more. Certain items would
have to be specified, however, as optionally marked, these encompassing the
examples mentioned in (32) and (33b). All the remaining items would be
unmarked.?

Let us assume that the form of the adjective-deriving suffix is #d (ie.,
the suffix is basically non-syllobic voiced). Also, it belongs to what Siegel
(1974) refers to as Class 11 Suffives: suffixes introduced with word boundary
(# ). The relevant derivational 1ule can now be written as (37):

(37 [Xly = [[X]v#d]ags
where [X]y represents the class of all the lexical categories which undergo
the process.
The alternation d/id is accounted for by the following rule of allomorphy
(my notion of ‘rule of allomorphy” is based on Aroncff’s 1976):

(88) #d — #id [[X]y, ——

where m is a marking index.

It would perhaps be interesting to see how rule (38) applied to those items
which are specified as optionally marked, e.g., the verb prepare. In optionally
marked lexical catcgories, the markirg index can simply be enclosed in pa-

renitheses, e.g.:
(39 [preparelv
(39) abbreviates the options presented in (40):

(407 a. [preparely,,
b. l[ﬂ'(‘]_)al'(‘]\'

" 1t 18 perhaps interesting to observe that in the history of English, not all of l:,he
-(e)d-derived adjectives allowed comparison by adding -er and -est. Among those which
did CEOED mentions the following: aged, crooked, learned, wretched (this is by no means
an cxhaustive list). For present-day English, Jones Everyman's English pronouncing dic -
tiorary mentions only erooked as still following the pattern. All of these adjoctives have
been derived from what 1 eall obligatorily markod bases.
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-

The application of rule (37) produces (41a, b):

(41) a. [[preparely, #d]aas
b. [[preparelv #d]ags

Rule (38) applies to (41a) alone, giving the desired result:

(42) [[preparely,, #*id]aq

Items of the land type are unmarked and consequently do n.ot- undergo
rule (38). In landedaqy and other similar cases, the vowel can be inserted by
rule (20) (revised as (22)), provided that the grammar possesses s.uc.h a rule
and, also, provided that the adjective-deriving suffix is introduced with word
boundary, as postulated above.

One final problem remains to be discussed, namely, the appearance of
a vowel in the derivatives formed from the adjectives in (35) by adding -ly
andor -ness. The following rule can account for this vowel:

+syll
~+high H#ly

(43) ¢ —» | —back |/[estress] Co # # — dd $]10
—tense H#ness

where a <3

Tt is clear that derivatives in -ly and -ness derived from the astonished type of
adjectives will not undergo the rule. .

A few words of explanation are in order with respect to (43). Anal.\'ﬁfng
-(e)d as a Class II suffix, and assuming Siegel’s (1974) proposals concerning
the structure of the lexicon (especially the claim that Class ILaffixaticn follows
stress assignment rules), it becomes clear why (43) can mak‘e ref(j cnce to
stress placement without invoking global corstraints of any kind. _Sm(‘.(? (37)
derives adjectives from both (Class I-)derived and ll[i(](‘:]'l.\'(-ld llex:f'nl 1:1'1(-1113,
the latter ave available for stress assignment prior to Class 11 suffixation. Thus,
when 4d is being attached to a specified base, the bn:j,e h‘as already hvc.-n
assigned stress. Therefore, when the newly formed adjective is used as a buse
for 4ly or #mness derivation, its original stress will be preserved.

It might appear at first that the status of (43) is not altogether clear.
The rule is motivated both phonologically (its reliance on stress placement)

10 It is important that in rule (43) z is not greater than 3. This foll?.-.‘vs i:r‘om‘ ti;f‘:
necessity to account for the examples adduced in note 10 of (}om‘-t‘ (1979: -‘%}' ]_-hllbs 1 >
depending on dialect variation, the last syllable of the verbal h:w.z in t-h_c adjective pre-
occupied receives tertiary stress, the derived adverb, preoccupiedly, is 31.1b_|ccb to I'fﬂO (43).
On the other hand, if stress is quaternary (or still weaker), the adverbial derivative does
not undergo rule (43).
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and morphologically (the requirement that either #ly or dness follows).
Since, however, in the theory of morphology adopted for the purposes of this
paper, rules assigning stress within lexical (as oppcsed to phrasal) categories
have been shifted frcm the phonological comporent to the lexicon, rule (43)
is believed not to be phonologically motivated in the strict sense of the term.
It follows that (43)is a rule of allcmorphy in Aronoff’s (1976) sense. Recall that
Aronoff urderstands a rule of allcmerphy to be a 1ule which “applies to a
morpheme, or other than phonologically designated sct of moiphemes, in the
immediate envitenment of a designated morphame cr set of mcrphemes”
(p. 113).

The discussion above enables one to reach the following conclusions. First,
the class of -(e)d-derived adjectives presents problems of its own which are
not directly ccmparable to these exhibited by the past tense and past parti-
ciple endings appearirg on regular (weak) verbs. Second, the underlying re-
presentation of the adjective-cerivirg suffix appcais to be [d/, i.e., non-sylla-
bic voiced. Third, the /d/~ fid/ alternaticn in adjectives (and in their -ly, -ness
derivatives) is morphologically goverred except for these cases where the bases
end in [d] or [t (e.g., land, admit). In the latter, this alternation is phonolo-
gically governed. Fourth, differences in the behaviour of the adjective-deriving
suffix and the past tense endirg can be wccounted for by the fact that the
former participates in derivational prccesses, while the latter participates
in inflectional processes. On the whole, derivational processes tend to be less
regular than inflecticnal precesses.

Despite the fact that tle two types of the d-suffix behave differently, they
may present a ccnmen set of phenolegieal preblems. Suppese that of the two
plausible underlying repicsentaticrs of the past tense ard past participle
endings, syllabic voiced is se'ccted. The question which must now be answered
is how rule (23) can differentiate between a string like 4kseem # #id# (Verb)
and one like #learn # #id # (Adjective), or between learn 4 #id 4 (Adjec-
tive) and #learn# #id# (Verb). The answer which readily suggests itself is
that the rule should make reference to the category membership of the relevant
string, thus havirg to contain the Jy bracket in its structural description.
Recall, however, that (23) hos been designed to apply to strings containing
#2z as an exponent both of the 3rd pers. sg. ind of the nominal phural. Con-
sequently, the label would have to be extended to encompass nouns.

An alternative analysis would be to select the ron-syllabic voiced form us
the underlying representation of the past terse and pest participle endings.
Rule (20) would then have additional motivation in that it would now apply
not only to strings like |#kis# H#z3]n and [#wad4 #dH#]y, but also to
strings like [#lend$ #d # |aqs .

To conclude, of the two alternative proposals concerning the phonological
shape of the adjective-deriving suffix and the past tense/past participle endir g,
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the non-syllabic voiced representation appears to be the more plausible. Its
plausibility stems from the fact that in order to account for the relevant
allomorphic variants, the phonological rules (i.e., rule (20) or a modification
thereof) require less non-phonological information for their operation than
in the other analysis. In particular, they do not have to take into account the
¢ tegory membership of the strings to which they apply.™t

In summary, the present paper has attempted to show how a theory of rule
ordering in phonology can be used to determine the most plausible underlying
yepresentatiors of certain morphemes. Also, an attempt has been made to
clarify the relatiorship between seleeted derivetional and inflectional pro-
cesses. The present discussion has presented  sufficient argumentation to
support the elaim that the derivational morphology of English poses problems
which are not altogether parallel to those presented by English inflectional
morphology. The specificity of derivational morphology is reflected, among
other things, by the fact that in many cases the output of the derivational
rules, before entering the phonolegical comporent, must be processed by what
Avonoff (1976) calls rules of morphological adjustment. In contrast to the
readjustment rules of Chomsky and Halle (1968), which intervene between
the syntactic and phonological compovents, rules of morphological adjustment
are part of the lexicor.

— —_—

1 Some linguists are still inclined to set up insurmountable barriers between the
present state of a language and its history. Sincoe the given state of a language is always
a funetion of, among other things, its historisil davelopment, it follows that the results
of & historical investigation ean eontribute to datarmining the description of the present
state. In their interesting paper, Keyser and O'Neil (1980) argue on historical grounds that
circa 1250 the fragment of Middle English grammar which related to plural and genitive
formation in nouns comprised two related patterns: (a) the native, which made use of
the syllabic voiced ending and a rule of vowel clision (followed optionally by apocope),
and (b) the Anglo-Norman, which ma-le use of the non-syllabic voiced ending and arnlo. of
cpenthesis. In the eourse of development, this fragment was simplified in the following
way: The plural and genitive onding assumod thoe shape of /z/ (i.c., non-syllabic voiced),
with the rule of vowel elision being dropped anl the rule of epenthesis extended (to
insert a vowel whenever the preceding word ended in a consonant). Now the extended
part of the cpenthesis rule was optional and did the work of the carlier (optional) apo-
cope rule. Subsequent changes eliminated tho optional part of the rule (i.e., the rule
beaan to function in such a way as to insort a vowel only when the word ended in an
obstruent which oxhibited similarity with the desinential obstruent. For details see
Keyser and O’Neil 1980, espocially rules (11a) and (1a)). Keyser and ('Neil argue that
the rule of Modern English plural and genitive formation had assined its shape by the
end of the 17th century. (Also, see their remarks concerning past tense and past participle
formation.) If Keyser and O'Neil arve right. and if it is true that the synclironic rules
of a language should not run counter to its history, of the two proposed underlying re-
prescutations, syllabie voiced : nd non-syllabic voiced, the latter appsars to by the more
plausible.
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